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Introduction

The ALIFE 2021 Organizing Committee invited all students to take part in the

ALIFE 2021 Student Essay Competition. This competition was open to both

non-PhD and PhD students. Students from any discipline were welcome to

submit an essay. This ALIFE 2021 student essay competition had very simple

rules. Students should write an essay of 1,500 to 2,500 words related to artifi-

cial life, artificial intelligence, robots and/or R.U.R. and submit it through the

submission form until June 10, 2021.

The essays will be awarded in 3 categories:

• The best essay written by an non-PhD student

• The best essay written by a PhD student

• The best essay related to the centenary of robots and R.U.R. and the

conference theme ”Robots: The century past and the century ahead”

This year, Student Conference Scholarships were awarded to all students who

submitted an essay, covering a free ticket to attend the whole conference. Awards

will be announced at the closing ceremony of the virtual ALIFE 2021 conference

on Friday July 23, 2021.
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IncUeaVing TaUgeW-LangXage AccXUac\ in Google TUanVlaWe

Mi\aVhiWa Himena Meld\

The UniYeUViW\ of Tok\o

JanXaU\ 2021

1 InWUodXcWion

In Woda\¶V VocieW\, Google TUanVlaWe haV become almoVW V\non\moXV ZiWh machine

WUanVlaWion (MT). Since iWV inWUodXcWion inWo Whe MT field in 2007, iW haV oXWSeUfoUmed oWheU e[iVWing

WUanVlaWion VofWZaUe, eVSeciall\ folloZing iWV gUoXndbUeaking XSdaWe in 2016 fUom a VWaWiVWicV-baVed

V\VWem Wo a neXUal-neW-baVed V\VWem [1]. HoZeYeU, Google TUanVlaWe haV \eW Wo become SeUfecWl\

accXUaWe; Whe VofWZaUe UemainV in Vome inVWanceV, Xnable Wo SUodXce oXWSXW WhaW iV accXUaWe in WeUmV

of gUammaU and meaning. HeUe, a baVic SUoSoVal on minoU changeV Wo Whe WUaining V\VWem iV

made²incoUSoUaWing monolingXal daWa inWo Whe V\VWem.

2 A BUief HiVWoU\

LangXage WUanVlaWion WhUoXgh comSXWeUV, alVo knoZn aV aXWomaWed WUanVlaWion oU machine

WUanVlaWion (MT), iV Vaid Wo haYe been fiUVW deYeloSed b\ InWeUnaWional BXVineVV MachineV

CoUSoUaWion (IBM) in Whe Cold WaU [1]. BaVed on a Vmall daWabaVe of 250 ZoUdV, and SUogUammed

gUammaWical UXleV in Whe V\VWem, a baVic UXle-baVed aSSUoach Wo machine WUanVlaWion ZaV deYeloSed.

HoZeYeU, aV gUammaU iV YaUiable and conWainV e[ceSWionV, UXleV foU VXch e[ceSWionV ZeUe fXUWheU

SUogUammed inWo Whe V\VWem, Zhich conYeUVel\ led Wo gUeaWeU inaccXUac\ in WUanVlaWion oXWSXW.

A feZ decadeV laWeU, a neZ VWaWiVWicV-baVed V\VWem ZaV inWUodXced b\ IBM, and ZaV laWeU

Sicked XS XSon b\ Google in 2007 [1]. The V\VWem Wook inWo Whe accoXnW Whe SUobabiliWieV of

WUanVlaWionV and ceUWain ZoUd combinaWionV. ThUoXgh Vcanning a laUge daWabaVe of Zeb SageV foU

We[WV WhaW aSSeaU Wo be WUanVlaWionV of one anoWheU (knoZn aV SaUallel We[WV), Google cUeaWed a
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WUanVlaWion model WhaW coXld VXggeVW mXlWiSle WUanVlaWionV Wo We[WV fUom a VoXUce langXage. ThiV

YeUVion of Google TUanVlaWe gained SoSXlaUiW\ foU iWV UelaWiYe accXUac\ comSaUed Wo SUeYioXVl\

aYailable MT VofWZaUe [1], hoZeYeU, Google TUanVlaWe haV Vince When gone WhUoXgh one moUe majoU

WUanVfoUmaWion WhaW gUeaWl\ UedXced iWV eUUoUV b\ aUoXnd 60% [2].

3 BaVic AUchiWecWXUe of Google TUanVlaWe

In 2016, Google TUanVlaWe VZiWched Wo a neZ algoUiWhm baVed on Whe AI WechniTXe of deeS

leaUning²Whe Google NeXUal Machine TUanVlaWion V\VWem (GNMT) [2]. SimSl\ SXW, Whe V\VWem

makeV XVe of neXUal neWZoUkV, ZheUeb\ iW conWainV comSXWaWional XniWV WhaW mimic Whe VWUXcWXUe and

fXncWionV of neXUonV in Whe bUain. The model haV 8 encodeU la\eUV (lefW of FigXUe 1) and 8 decodeU

la\eUV (UighW of FigXUe 1), ZiWh aWWenWion mechaniVmV beWZeen Whe la\eUV.

FigXUe 1: Model aUchiWecWXUe of GNMT [2].

The encodeU RecXUUenW NeXUal NeWZoUk (RNN) iV UeVSonVible foU conYeUWing inSXW V\mbolV

inWo YecWoUV, Zhich aUe UeSUeVenWaWionV of ZoUdV in nXmbeU foUm. HeUe, Whe condiWional SUobabiliWieV

of ZoUd VeTXenceV aUe calcXlaWed. RecXUUence alloZV Whe neWZoUk Wo µUemembeU¶ and make XVe of

all Whe SUeceding inSXW infoUmaWion Wo calcXlaWe WhiV SUobabiliW\. Google makeV XVe of a
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bi-diUecWional boWWom encodeU la\eU, Zhich alloZV foU ZoUdV Wo be conYeUWed fUom boWh diUecWionV of

VenWenceV (beginning Wo end, and end Wo beginning) [3]. ThiV meanV WhaW Whe conWe[W of a Vingle ZoUd

ZiWhin an enWiUe VenWence Zill be Waken inWo accoXnW, WhXV enabling Whe algoUiWhm Wo deWeUmine Whe

condiWional SUobabiliWieV of ZoUd combinaWionV in Whe VeTXence Wo a gUeaWeU degUee of accXUac\.

An aWWenWion neWZoUk joinV Whe WoS encodeU la\eU Wo Whe boWWom decodeU la\eU, VXggeVWing

ZoUdV in Whe WaUgeW langXage baVed on Whe YecWoUV Waken fUom Whe encodeU [4]. IW alVo alloZV foU Whe

decodeU Wo µSa\ aWWenWion¶ Wo diffeUenW SoViWionV in Whe VoXUce VenWence WhUoXgh iWV SUoceVV of

decoding [2]. The decodeU RNN WakeV VXggeVWed ZoUdV fUom Whe aWWenWion neWZoUk and oXWSXWV

Whem inWo VenWenceV in Whe WaUgeW langXage. AV Veen in FigXUe 1, a SofWma[ la\eU iV combined ZiWh

Whe decodeU neWZoUk and imSlemenWed jXVW befoUe Whe oXWSXW la\eU. IW aVVignV decimal SUobabiliWieV

Wo Whe candidaWe oXWSXW V\mbolV, Zhich When deWeUmineV Whe final oXWSXW VenWence [5], aV VhoZn in

FigXUe 2.

FigXUe 2: A SofWma[ la\eU deWeUmineV Whe final oXWSXW [5].

To WUain WhiV V\VWem, Google XWiliVeV labelled daWaVeWV of SaUallel We[W deUiYed fUom SXblicl\

aYailable coUSoUa: Whe 2014 WoUkVhoS on Machine TUanVlaWion EngliVh-Wo-FUench (WMT EnĺFU)

and EngliVh-Wo-GeUman (WMT EnĺDe), aV Zell aV Google¶V oZn WUanVlaWion SUodXcWion daWabaVe

[2]. AV a deeS leaUning V\VWem, GNMT iV able Wo idenWif\ diffeUenceV and SaWWeUnV beWZeen
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langXageV ZiWhoXW Whe need foU hXman inSXW of VXch UXleV. ThiV iV eVSeciall\ XVefXl, giYen Whe UXleV

of langXageV aUe conVWanWl\ changing. The UeaVon foU iWV mXlWiSle la\eUV iV WhaW Whe moUe la\eUV WheUe

aUe, Whe moUe Whe V\VWem iV able Wo caSWXUe VXbWle diffeUenceV beWZeen langXageV. TheVe la\eUV foUm

a deeS Long ShoUW TeUm MemoU\ (LSTM) neWZoUk, a VSecial kind of RNN WhaW alloZV Whe V\VWem Wo

chooVe Wo add oU UemoYe infoUmaWion Wo Whe oXWSXW, Zhile Waking inWo conVideUaWion Whe SUeceding

and VXcceeding infoUmaWion mXch moUe effoUWleVVl\ Whan UegXlaU RNNV [6].

4 LimiWaWionV of Google TUanVlaWe

LeW XV conVideU a caVe bUoXghW foUZaUd b\ DoXglaV HofVWadWeU, a SUofeVVoU of cogniWiYe

Vcience and comSaUaWiYe liWeUaWXUe, in an aUWicle fUom The AWlanWic [7]: aV he inSXW a Siece of

ChineVe We[W inWo Whe VofWZaUe, he UealiVed WhaW Google WUanVlaWe had incoUUecWl\ WUanVlaWed Whe ShUaVe

³南书房行㉮´. B\ chaUacWeU, Whe ShUaVe liWeUall\ WUanVlaWeV Wo ³VoXWh book Uoom go Zalk´, and ZaV

WUanVlaWed b\ Google aV ³SoXWh VWXd\ Zalking´. While HofVWadWeU did noW knoZ ZhaW WhiV ShUaVe

meanW, he coXld idenWif\ WhaW iW ZaV VXSSoVed Wo be a noXn inVWead of an acWion YeUb. AV VXch, he

XVed Whe Google VeaUch engine, WhUoXgh Zhich he diVcoYeUed WhaW Whe WZo chaUacWeUV ³行㉮" ZeUe

UaUe WeUmV XVed in Whe Qing D\naVW\ Wo mean ³academic aide´. HofVWadWeU WhXV conclXded WhaW Whe

oUiginal ShUaVe coXld be WUanVlaWed aV ³SoXWh SWXd\ VSecial aide´.

AV VhoZn, jXVW becaXVe GNMT can idenWif\ SaWWeUnV beWZeen langXageV and SUodXce highl\

SUobable WUanVlaWionV of ceUWain ZoUdV, doeV noW mean WhaW iW can alZa\V folloZ Whe VSecific V\nWa[

of Whe WaUgeW langXage. ThiV affecWV Whe gUammaWical accXUac\ of oXWSXW, and, aV in Whe e[amSle

aboYe, WheiU meaning.

5 PUopoVed AddiWionV

InVWead of Uel\ing Volel\ on SaUallel We[WV, monolingXal daWa VhoXld be incoUSoUaWed inWo Whe

WUaining daWa foU GNMT. B\ doing Vo, Whe V\VWem ZoXld be able Wo leaUn a langXage model foU Whe

WaUgeW langXage, VWUengWhening Whe V\nWa[ and meaning-accXUac\ of Whe oXWSXW.
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MonolingXal daWa VhoXld be inSXW inWo boWh Whe encodeU and Whe decodeU neWZoUkV. Some

UeVeaUch haV VXggeVWed WhaW V\VWemV Wend Wo µfoUgeW¶ infoUmaWion obWained fUom Whe encodeU if

WUained on moUe monolingXal daWa Whan SaUallel daWa [8]. AV VXch, Vome SUoSoValV haYe been Wo haYe

an encodeU-indeSendenW la\eU WhaW feedV infoUmaWion fUom Whe monolingXal daWa inWo Whe decodeU

neWZoUk, aV done b\ Domhan & HiebeU [8]. On Whe oWheU hand, SenUich eW al. haYe been VXcceVVfXl

in incoUSoUaWing monolingXal daWa inWo Whe encodeU neWZoUk, ZiWhoXW haYing Wo change Whe

aUchiWecWXUe of WheiU oUiginal neXUal neWZoUk [9].

FigXUe 3: PUoSoVed GNMT model (adaSWed fUom [2]). The encodeU neWZoUk iV noW VhoZn and

UemainV aV in Whe oUiginal GNMT model [2].

AdaSWing fUom Domhan & HiebeU¶V model [8], a neZ GNMT model iV SUoSoVed aV VhoZn in

FigXUe 3. An addiWional RNN LeaUning Model (LM) la\eU iV connecWed Wo Whe decodeU neWZoUk. ThiV

LM la\eU iV VoXUce-indeSendenW (iV noW connecWed Wo encodeU), and onl\ leaUnV fUom a langXage

model SUoYided b\ ET (WaUgeW ZoUd embedding maWUi[), Zhich UeSUeVenWV inSXW ZoUdV in Whe foUm of
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YecWoUV, VimilaU Wo Whe fXncWion of Whe encodeU, aV Zell aV maSV VimilaU YecWoUV cloVeU WogeWheU Vo aV

Wo alloZ Whe UelaWionV beWZeen ZoUdV Wo be eaVil\ idenWified [10]. The LM la\eU WhXV XVeV Whe inSXW

fUom ET and SUedicWV Whe ne[W ZoUdV in Whe WaUgeW langXage, feeding WhiV infoUmaWion Wo boWh Whe

decodeU RNN, Wo be Waken inWo accoXnW WogeWheU ZiWh SUedicWionV fUom Whe encodeU RNN, aV Zell aV

Whe SofWma[ la\eU, Zhich SUodXceV an oXWSXW baVed on iWV SUobabiliW\ calcXlaWionV. In oUdeU Wo enVXUe

WhaW V\VWemV do noW µfoUgeW¶ infoUmaWion fUom Whe encodeU neWZoUk, Whe SUoSoUWion of monolingXal

daWa VhoXld be conWUolled Wo be leVV Whan 50% of Whe WoWal WUaining daWa.

The monolingXal daWa VhoXld be deUiYed fUom Zeb SageV, Vo aV Wo keeS Whe langXage model

aV XS Wo daWe aV SoVVible, alloZing foU VlangV and neZ YocabXlaUieV Wo be WUanVlaWable. ThiV ma\ call

foU Whe need Wo WUain Whe V\VWem moUe fUeTXenWl\, foU e[amSle, once a monWh, Zhich iV feaVible giYen

Whe WUaining foU GNMT WakeV UoXghl\ a Zeek [2]. No aUchiWecWXUal changeV aUe made Wo Whe encodeU

neWZoUk, hoZeYeU, changeV need Wo be made Wo Whe inSXW daWa. SenUich eW al. emSlo\ed Whe

back-WUanVlaWion WechniTXe ZheUeb\ Whe monolingXal WaUgeW-langXage We[W iV WUanVlaWed back inWo Whe

VoXUce langXage fiUVW, Vo aV Wo cUeaWe SaUallel We[W Zhich Whe V\VWem can leaUn fUom [9].

ThUoXgh WheVe changeV, inVWead of onl\ WUanVlaWing inSXWV inWo SUobable oXWSXWV, Whe V\VWem

ma\ alVo leaUn Wo idenWif\ SaUWV of VSeech befoUe Whe WUanVlaWion SUoceVV. Going back Wo HofVWadWeU¶V

caVe [7], iW can be hoSed WhaW Whe GNMT V\VWem Zill leaUn Wo idenWif\ WhaW Whe YeUb ³做 (Wo do)" WhaW

aSSeaUed befoUe ³南书房行㉮´ UendeUed Whe ShUaVe a noXn, and WhXV become able Wo VXggeVW

WUanVlaWionV on Whe baViV WhaW iW iV a noXn.

FXUWheUmoUe, conVideUing WhaW mXch moUe monolingXal daWa iV aYailable Whan SaUallel daWa

[9], WhiV model Zill SUeYenW laUge amoXnWV of monolingXal daWa fUom going Wo ZaVWe.
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6 LimiWaWionV

ThiV SUoSoVed model UemainV a WheoUeWical model giYen Whe VcoSe of WhiV SaSeU, and haV \eW

Wo be e[SeUimenWed on. AW WhiV momenW, SoVVible limiWaWionV WhaW can be infeUUed aUe incUeaVeV in

WUaining Wime, aV Zell aV conWUadicWoU\ decUeaVeV in Whe accXUac\ of oXWSXW. The comSilaWion of

monolingXal daWabaVeV fUom Zeb SageV Zill alVo be Wime conVXming and SoVVibl\ coVWl\, aV Whe daWa

needV Wo be TXaliW\-checked and labelled fUeTXenWl\.

7 ConclXVion

NeYeUWheleVV, SUeYioXV UeVeaUch VXggeVWV Whe YiabiliW\ of VXch a model, aV Zell aV iWV abiliW\

Wo UeVXlW in moUe accXUaWe, naWXUal oXWSXW. WiWh WhiV model, coXSled ZiWh Google¶V UecenW XSdaWe WhaW

alloZV XVeUV Wo UeYieZ and conWUibXWe WUanVlaWionV [11], Google TUanVlaWe can be e[SecWed Wo become

incUeaVingl\ accXUaWe in iWV WUanVlaWionV. FXUWheU inYeVWigaWionV coXld be hoZ Google¶V Image SeaUch

UeVXlWV coXld be incoUSoUaWed aV WUaining daWa, Vo aV Wo helS Whe V\VWem idenWif\ meaningV of UaUe

ZoUdV. WiWh Google TUanVlaWe becoming eYeU cloVeU Wo hXman WUanVlaWoUV, iW iV hoSed WhaW Whe

VofWZaUe Zill noW be Veen aV UeSlacing hXman WUanVlaWoUV, bXW aV aXgmenWing WheiU jobV, aV Zell aV

incUeaVing Whe leYel of eYeU\da\ commXnicaWion beWZeen SeoSle aUoXnd Whe ZoUld.
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The beQefLWV Rf VeOf-UeSOLcaWLQg cRPSXWeU SURgUaPV aV PRdeO
RUgaQLVPV fRU e[SeULPeQWaO eYROXWLRQ

E[peUimenWal eYolXWion alloZV XV Wo WeVW geneUal h\poWheVeV aboXW eYolXWionaU\ pUoceVVeV b\

VWXd\ing Ueal-Wime eYolXWionaU\ changeV occXUUing in e[peUimenWal popXlaWionV (KaZecki eW al.,

2012). Indeed, e[peUimenWal eYolXWion iV an eVVenWial WechniqXe in oXU meWhodological UepeUWoiUe

foU XndeUVWanding Whe eYolXWion of life aV iW iV, life aV iW coXld haYe been, and life aV iW mighW be.

ConYenWionall\, eYolXWion e[peUimenWV aUe peUfoUmed XndeU laboUaWoU\ condiWionV XVing

popXlaWionV of biological oUganiVmV WhaW aUe WUacWable Wo obVeUYe and e[peUimenWall\ manipXlaWe

(e.g., EVcheUichia coli, SacchaUom\ceV ceUeYiViae, DUoVophila melanogaVWeU, and YaUioXV

phage-bacWeUia V\VWemV). FoU e[ample, oYeU 70,000 geneUaWionV of eYolXWion haYe elapVed in Whe

ongoing long-WeUm eYolXWion e[peUimenW ZiWh E. coli (BaUUick eW al., 2020), Zhich haV \ielded

inVighWV on a Zide Uange of WopicV, inclXding long-WeUm eYolXWionaU\ d\namicV (WiVeU eW al.,

2013; Good eW al., 2017), hiVWoUical conWingenc\ (TUaYiVano eW al., 1995; CaUd eW al., 2019), Whe

eYolXWion of mXWaWion UaWeV (SniegoZVki eW al., 1997), and Whe oUiginV of noYel WUaiWV (BloXnW eW

al., 2008). HeUe, I diVcXVV Whe benefiWV of XVing aUWificial life V\VWemV Wo condXcW eYolXWion

e[peUimenWV; in paUWicXlaU, I UeYieZ Whe YalXe of Velf-UeplicaWing compXWeU pUogUamV aV model

oUganiVmV foU e[peUimenWal eYolXWion.

DigiWal eYolXWion e[peUimenWV haYe emeUged aV a poZeUfXl UeVeaUch fUameZoUk fUom Zhich

eYolXWion can be VWXdied. In digiWal eYolXWion, Velf-UeplicaWing compXWeU pUogUamV (digiWal

oUganiVmV) compeWe foU UeVoXUceV, mXWaWe, and eYolYe in a compXWaWional enYiUonmenW (Wilke

and Adami, 2002). DigiWal oUganiVmV W\picall\ compUiVe a lineaU VeqXence of pUogUam

inVWUXcWionV (a genome) and a VeW of YiUWXal haUdZaUe componenWV XVed Wo inWeUpUeW and e[pUeVV



WhoVe inVWUXcWionV. To UepUodXce, a digiWal oUganiVm mXVW e[ecXWe inVWUXcWionV WhaW alloZ iW Wo

cop\ iWV genome inVWUXcWion-b\-inVWUXcWion and When diYide (pUodXcing an offVpUing).

HoZeYeU, Velf-UeplicaWion iV impeUfecW and can UeVXlW in mXWaWed offVpUing. The combinaWion of

heUiWable YaUiaWion dXe Wo impeUfecW Velf-UeplicaWion and compeWiWion foU limiWed UeVoXUceV (e.g.,

Vpace, CPU Wime, eWc.) UeVXlWV in eYolXWion b\ naWXUal VelecWion.

DigiWal oUganiVmV liYe, inWeUacW, and eYolYe in enWiUel\ aUWificial enYiUonmenWV conVWUXcWed b\ Whe

e[peUimenWeUV. One poWenWial dUaZback Wo digiWal eYolXWion iV WhaW Whe conclXVionV dUaZn fUom an

e[peUimenW haYe Whe poWenWial Wo be aUWifacWV of Whe conVWUXcWed aUWificial enYiUonmenW (Wilke and

Adami, 2002). ThiV dUaZback, hoZeYeU, can alVo be applied Wo moVW micUobial e[peUimenWal

eYolXWion ZheUe oUganiVmV aUe e[WUacWed fUom WheiU naWXUal enYiUonmenW and placed in an

aUWificial enYiUonmenW conVWUXcWed in a laboUaWoU\.

MicUobial model oUganiVmV aW leaVW haYe naWXUal anceVWU\ and can ofWen be XVed Wo infeU hiVWoUic

eYolXWionaU\ eYenWV. DigiWal eYolXWion VWXdieV, hoZeYeU, aUe noW gUoXnded in Whe Vame

eYolXWionaU\ hiVWoU\ and biochemical compoXndV aV caUbon-baVed life on EaUWh. ThiV limiWaWion

makeV iW moUe challenging Wo XVe digiWal eYolXWion VWXdieV Wo illXminaWe idioV\ncUaVieV and

conWingencieV aVVociaWed ZiWh Whe hiVWoU\ of life on oXU planeW. HoZeYeU, VXch dUaZbackV aUe alVo

digiWal eYolXWion'V VWUengWh aV a UeVeaUch fUameZoUk, Vince Ze aUe noW limiWed Wo VWXd\ing onl\

one paUWicXlaU inVWance of eYolXWion oU locked in Wo XVing nXcleic-acid, amino acid, and pUoWein

baVed UepUeVenWaWionV. FXUWheUmoUe, Ze can fXll\ obVeUYe and conWUol digiWal enYiUonmenWV aW

Uapid VpeedV, alloZing XV Wo peUfoUm e[peUimenWV and anal\VeV WhaW ZoXld oWheUZiVe be

challenging oU eYen impoVVible Wo peUfoUm in biological V\VWemV. AddiWionall\, b\ UepUodXcing



UeVXlWV acUoVV biological and digiWal V\VWemV, Ze can diVenWangle geneUal pUincipleV fUom effecWV

Vpecific Wo a paUWicXlaU model oUganiVm oU planeWaU\ bod\ (Wilke and Adami, 2002).

HeUe, I oYeUYieZ foXU pUopeUWieV of digiWal eYolXWion V\VWemV WhaW make Whem YalXable

complemenWV Wo WUadiWional caUbon-baVed model oUganiVmV foU VWXd\ing eYolXWionaU\ pUoceVVeV,

pUoYiding e[emplaUV of each: (1) geneUaliW\, (2) WUanVpaUenc\, (3) conWUol, and (4) Vcale.

GeQeUaOLW\

DigiWal eYolXWion V\VWemV offeU UeVeaUcheUV Whe XniqXe oppoUWXniW\ Wo VWXd\ eYolXWion in

oUganiVmV WhaW VhaUe no anceVWU\ ZiWh caUbon-baVed life (Wilke and Adami, 2002). AV biologiVW

John Ma\naUd SmiWh made Whe caVe, "So faU, Ze haYe been able Wo VWXd\ onl\ one eYolYing

V\VWem and Ze cannoW ZaiW foU inWeUVWellaU flighW Wo pUoYide XV ZiWh a Vecond. If Ze ZanW Wo

diVcoYeU geneUali]aWionV aboXW eYolYing V\VWemV, Ze Zill haYe Wo look Wo aUWificial oneV''

(Ma\naUd SmiWh, 1992). Indeed, VWXdieV of caUbon-baVed lifefoUmV WhaW all VhaUe common

anceVWU\ dominaWe eYolXWionaU\ biolog\. On WheiU oZn, WheVe VWXdieV can pUoYide deepeU inVighWV

inWo life on EaUWh. HoZeYeU, VXch VWXdieV pUoYide a limiWed lenV ZiWh Zhich Wo make

geneUali]aWionV aboXW eYolXWionaU\ pUoceVVeV, aV Whe\ aUe biaVed b\ Whe paUWicXlaU hiVWoU\ of life

on oXU planeW. B\ WeVWing h\poWheVeV acUoVV biological and digiWal model V\VWemV, Ze can

diVenWangle geneUal pUincipleV fUom Whe effecWV of Vpecific model oUganiVmV.

FoU e[ample, ZhaW iV Whe UelaWiYe impoUWance of adapWaWion, chance, and hiVWoU\ in e[plaining

diYeUViW\ in eYolYed popXlaWionV? UVing e[peUimenWal popXlaWionV of EVcheUichia coli, TUaYiVano

eW al. diVenWangled Whe UelaWiYe conWUibXWionV of adapWaWion, chance, and hiVWoU\ in Whe eYolXWion of

fiWneVV and cell Vi]e (a WUaiW Zeakl\ coUUelaWed ZiWh fiWneVV) (TUaYiVano eW al., 1995).



TUaYiVano eW al. foXnd WhaW fiWneVV gainV ZeUe moVW VWUongl\ inflXenced b\ adapWiYe pUoceVVeV,

and YaUiance in cell Vi]e ZeUe moVW e[plained b\ chance and hiVWoU\. WagenaaU and Adami

UeplicaWed WhiV VWXd\ XVing digiWal oUganiVmV (WagenaaU and Adami, 2004), finding WhaW Whe

oYeUall paWWeUnV obVeUYed in E. coli and in digiWal oUganiVmV ZeUe bUoadl\ VimilaU. Ongoing

VWXdieV in digiWal oUganiVmV aUe e[Wending WheVe concepWV fXUWheU, XVing moUe UeVWaUWV aW diffeUenW

Wime poinWV and acUoVV diffeUenW enYiUonmenWV, alloZing XV Wo e[ploUe moUe of Whe nXanceV aW pla\

(BXnd\ eW al., 2021).

TUaQVSaUeQc\

DigiWal eYolXWion V\VWemV alloZ foU peUfecW, non-inYaViYe daWa WUacking. E[peUimenWeUV can VaYe

Whe compleWe deWailV of eYolYing popXlaWionV foU fXUWheU anal\ViV, inclXding eYeU\ mXWaWion WhaW

occXUV, eYeU\ genoW\pe WhaW e[iVWV, eYeU\ phenoW\pe WhaW iV e[pUeVVed, eYeU\ enYiUonmenWal VWaWe

WhaW occXUV, eYeU\ Wime an oUganiVm inWeUacWV ZiWh anoWheU oUganiVm oU ZiWh Whe enYiUonmenW, eW

ceWeUa. B\ WUacking paUenW-offVpUing UelaWionVhipV, Ze can anal\]e compleWe eYolXWionaU\

hiVWoUieV ZiWhin an e[peUimenW, Zhich ciUcXmYenWV Whe hiVWoUical pUoblem of dUaZing

eYolXWionaU\ infeUenceV XVing incompleWe UecoUdV (fUom fUo]en VampleV oU foVVilV) and e[WanW

geneWic VeqXenceV.

Man\ digiWal eYolXWion VWXdieV inVpecW Whe compleWe lineageV of eYolYed digiWal oUganiVmV Wo

WeaVe apaUW Whe mXWaWion-b\-mXWaWion eYolXWion of noYel WUaiWV (LenVki eW al., 2003; DolVon and

OfUia, 2017; GUaboZVki eW al., 2013; GoldVb\ eW al., 2014; PonWeV eW al., 2020). In an e[emplaU\

anal\Wical XndeUWaking, DolVon and OfUia idenWified VpaWial hoWVpoWV of eYolXWionaU\ poWenWial in

heWeUogeneoXV enYiUonmenWV (i.e., poViWionV ZheUe noYel WUaiWV diVpUopoUWionaWel\ eYolYed). The\



foXnd eYidence WhaW Whe paUWicXlaU paWhV WUaYeUVed b\ lineageV WhUoXgh Vpace mighW e[plain Whe

locaWionV of WheVe eYolXWionaU\ hoWVpoWV (DolVon and OfUia, 2017).

RecoUding oUganiVm UelaWionVhipV and inWeUacWionV can be YalXable foU man\ oWheU goalV aV Zell.

FoU e[ample, b\ WUacking phenoW\peV oYeU Wime, CoopeU and OfUia ZeUe able Wo obVeUYe Whe

Ueal-Wime eYolXWion of VWable ecoV\VWemV XndeU UeVoXUce-limiWed condiWionV (CoopeU and OfUia,

2002). In a VimilaU Yein, FoUWXna eW al. WUacked hoVW-paUaViWe inWeUacWionV Wo inYeVWigaWe hoZ Whe

VWUXcWXUe of infecWion neWZoUkV iV Vhaped b\ anWagoniVWic coeYolXWion (FoUWXna eW al., 2019).

CRQWURO

DigiWal eYolXWion V\VWemV faciliWaWe e[peUimenWal manipXlaWionV WhaW go be\ond ZhaW iV poVVible

in laboUaWoU\ oU field e[peUimenWV. TheVe capabiliWieV alloZ UeVeaUcheUV Wo empiUicall\ WeVW

h\poWheVeV WhaW ZoXld oWheUZiVe be UelegaWed Wo WheoUeWical anal\VeV. FoU e[ample, digiWal

eYolXWion V\VWemV alloZ e[peUimenWeUV Wo pUeciVel\ conWUol baVic paUameWeUV VXch aV popXlaWion

Vi]e and mXWaWion UaWe. B\ compaUing popXlaWionV eYolYing XndeU diffeUenW mXWaWion UaWeV, Wilke

eW al. diVcoYeUed Whe "VXUYiYal of Whe flaWWeVW'' effecW ZheUe high mXWaWion UaWe enYiUonmenWV

VelecWed foU genomeV ZiWh VloZeU UeplicaWion UaWeV bXW WhaW ZeUe moUe UobXVW Wo mXWaWionV (Wilke

eW al., 2001).

DigiWal eYolXWion e[peUimenWV alVo alloZ foU fine-gUained conWUol oYeU oWheU aVpecWV of an

enYiUonmenW. FoU e[ample, DolVon eW al. XVed AYida Wo e[peUimenWall\ manipXlaWe Whe VpaWial

diVWUibXWion of UeVoXUce aYailabiliW\, finding WhaW phenoW\pic diYeUViW\ ZaV poViWiYel\ coUUelaWed

ZiWh VpaWial enWUop\ and WhaW VpaWiall\ heWeUogeneoXV enYiUonmenWV e[hibiWed incUeaVed

eYolXWionaU\ poWenWial UelaWiYe Wo moUe homogeneoXV enYiUonmenWV (DolVon eW al., 2017). B\



e[peUimenWall\ conWUolling hoZ enYiUonmenWV changed WempoUall\, NahXm eW al. demonVWUaWed

WhaW a Vingle WempoUaU\ enYiUonmenWal change can impUoYe fiWneVV landVcape e[ploUaWion and

e[ploiWaWion in eYolYing popXlaWionV of digiWal oUganiVmV (NahXm eW al., 2017).

DigiWal eYolXWion V\VWemV alVo alloZ e[peUimenWeUV Wo moniWoU and manipXlaWe mXWaWional effecWV

in Ueal-Wime. CoYeUW eW al. peUfoUmed Ueal-Wime UeYeUVionV of all deleWeUioXV mXWaWionV aV Whe\

occXUUed Wo iVolaWe WheiU long-WeUm effecWV on eYolXWionaU\ oXWcomeV (CoYeUW eW al., 2013).

Lalejini eW al. implemenWed a Uange of gene dXplicaWion mXWaWion opeUaWoUV (each deVigned Wo

iVolaWe a Vingle effecW of dXplicaWion mXWaWionV) in oUdeU Wo WeaVe apaUW Zh\ VXch mXWaWionV can

pUomoWe Whe eYolXWion of comple[ WUaiWV (Lalejini eW al., 2017).

FoU an indiYidXal digiWal oUganiVm, Ze can peUfoUm V\VWemaWic knockoXW anal\VeV Wo idenWif\

Zhich inVWUXcWionV aUe UeVponVible foU pUodXcing a giYen phenoW\pic oXWcome. ThiV W\pe of

anal\ViV haV been applied along lineageV Wo idenWif\ hoZ infoUmaWion accXmXlaWeV (OfUia eW al.,

2008) oU Wo inYeVWigaWe hoZ enYiUonmenWal change VhapeV Whe eYolXWion of geneWic aUchiWecWXUeV

in digiWal oUganiVmV (Canino-Koning eW al., 2016). MXWaWional landVcaping anal\VeV go a VWep

fXUWheU Whan knockoXW anal\VeV, alloZing e[peUimenWeUV Wo fXll\ chaUacWeUi]e a local mXWaWional

landVcape b\ eYalXaWing all poVVible one- and WZo-VWep mXWanWV.

SXch anal\VeV haYe been XVed Wo qXanWif\ epiVWaViV (LenVki eW al., 1999) and mXWaWional

UobXVWneVV (Elena eW al., 2007) and Wo inYeVWigaWe Whe eYolXWion of eYolYabiliW\ (Canino-Koning eW

al., 2019).



ScaOe

ModeUn compXWeUV alloZ XV Wo obVeUYe man\ geneUaWionV of digiWal eYolXWion aW WUacWable Wime

VcaleV; WhoXVandV of geneUaWionV can Wake meUe minXWeV aV oppoVed Wo monWhV, \eaUV, oU

cenWXUieV. FoU e[ample, popXlaWionV of digiWal oUganiVmV haYe been XVed Wo WeVW WheoUeWical

pUedicWionV aboXW Whe e[pecWed UaWe of adapWaWion oYeU hXndUedV of WhoXVandV of geneUaWionV

(WiVeU 2015; WiVeU eW al. 2018).

AddiWionall\, digiWal eYolXWion e[peUimenWV alloZ UeVeaUcheUV Wo enacW comple[ e[peUimenWal

pUoWocolV ZiWh minimal e[WUa effoUW. ThaW iV, Xnlike in ZeW-lab e[peUimenWV, compXWaWional

e[peUimenW pUoWocolV can eaVil\ be aXWomaWed XVing modeUn VcUipWing WoolV.

WiWh Whe incUeaVing acceVVibiliW\ of high peUfoUmance compXWing V\VWemV, iW can be WUiYial Wo

eYolYe hXndUedV of UeplicaWe popXlaWionV foU a giYen e[peUimenWal WUeaWmenW. EYolXWion iV an

inheUenWl\ VWochaVWic pUoceVV, Vo incUeaVed UeplicaWion pUoYideV a cleaUeU picWXUe of Whe

diVWUibXWion of poVVible WUeaWmenW effecWV. FXUWheU, a high degUee of UeplicaWion incUeaVeV Whe oddV

WhaW e[peUimenWeUV Zill be able Wo obVeUYe and VWXd\ UaUe eYenWV. FoU e[ample, PonWeV eW al.

eYolYed 900 UeplicaWe popXlaWionV of digiWal oUganiVmV in oUdeU Wo obVeUYe 10 e[ampleV of

UeYeUVal leaUning behaYioU (i.e., Whe abiliW\ Wo UeleaUn aVVociaWionV beWZeen cXeV and UeVponVeV

Zhen cXeV aUe VZapped) Wo fXUWheU anal\]e (PonWeV eW al., 2020).

EYen Whe faVWeVW compXWing V\VWemV, hoZeYeU, lack Whe paUalleliVm of Whe Ueal ZoUld.

ThaW iV, digiWal eYolXWion V\VWemV cannoW \eW UiYal bacWeUial V\VWemV in WheiU abiliW\ Wo Vcale Wo

laUge popXlaWion Vi]eV. A W\pical popXlaWion of digiWal oUganiVmV conWainV WhoXVandV Wo WenV of



WhoXVandV of oUganiVmV; hoZeYeU, micUobial popXlaWionV XVed in laboUaWoU\ e[peUimenWV ofWen

conWain VeYeUal oUdeUV of magniWXde moUe indiYidXalV.

OXWORRN

In WhiV bUief UeYieZ, I highlighWed foXU feaWXUeV of eYolXWion e[peUimenWV ZiWh digiWal

oUganiVmV²geneUaliW\, WUanVpaUenc\, conWUol, and Vcale²WhaW make digiWal e[peUimenWV a

YalXable meWhodological complemenW Wo moUe conYenWional eYolXWion e[peUimenWV ZiWh

caUbon-baVed model oUganiVmV. While digiWal oUganiVmV haYe a pUoYen WUack UecoUd aV a model

V\VWem, ongoing UeVeaUch conWinXeV Wo adYance Whe applicabiliW\ of digiWal oUganiVmV foU VWXd\ing

Whe geneUal pUincipleV of eYolXWion. FoU e[ample, WheUe aUe man\ diffeUenW model oUganiVmV XVed

in biological UeVeaUch, each ZiWh WheiU oZn benefiWV and VhoUWcomingV foU condXcWing eYolXWion

e[peUimenWV; \eW, hiVWoUicall\, WheUe haYe been YeU\ feZ diffeUenW foUmV of Velf-UeplicaWing

compXWeU pUogUamV XVed in digiWal eYolXWion e[peUimenWV. AV VXch, neZ Za\V of UepUeVenWing

and inWeUpUeWing digiWal oUganiVmV aUe being deYeloped (e.g., Lalejini and OfUia, 2018).

AddiWionall\, digiWal eYolXWion UeVeaUcheUV aUe acWiYel\ e[ploUing neZ W\peV of digiWal

enYiUonmenWV (e.g., MoUeno and OfUia, 2021), anal\VeV (e.g., DolVon eW al., 2020), and

YiVXali]aWionV (e.g., DolVon and OfUia, 2018), each of Zhich e[pand Whe VeW of inYeVWigaWionV

poVVible ZiWh digiWal oUganiVmV. Finall\, neZ haUdZaUe (Ackle\, 2020) and VofWZaUe (Ackle\ and

Cannon, 2011; MoUeno and OfUia, 2020) V\VWemV deVigned ZiWh aUWificial life in mind Zill

conWinXe Wo incUeaVe Whe Vcale of digiWal eYolXWion e[peUimenWV be\ond oXU cXUUenW limiWaWionV.
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ScaOabLOLW\ ZLWhRXW IVROaWLRQ LV CULWLcaO fRU FXWXUe DLgLWaO EYROXWLRQ MRdeOV

DigiWal eYRlXWiRQ WechQiTXeV cRmSlimeQW WUadiWiRQal ZeW-lab eYRlXWiRQ e[SeUimeQWV b\

eQabliQg UeVeaUcheUV WR addUeVV TXeVWiRQV WhaW ZRXld be RWheUZiVe limiWed b\:

● UeSURdXcWiRQ UaWe (Zhich deWeUmiQeV Whe QXmbeU Rf geQeUaWiRQV WhaW caQ be RbVeUYed iQ a

VeW amRXQW Rf Wime),

● iQcRmSleWe RbVeUYaWiRQV (eYeU\ eYeQW iQ a digiWal V\VWem caQ be WUacked),

● Sh\Vicall\-imSRVVible e[SeUimeQWal maQiSXlaWiRQV (eYeU\ eYeQW iQ a digiWal V\VWem caQ

caQ be aUbiWUaUil\ alWeUed), RU

● UeVRXUce- aQd labRU-iQWeQViW\ (digiWal e[SeUimeQWV aQd aVVa\V caQ be eaVil\ aXWRmaWed).

The YeUVaWiliW\ aQd UaSid geQeUaWiRQal WXUQRYeU Rf digiWal V\VWemV caQ eaVil\ eQgeQdeU a QRWiRQ

WhaW VXch V\VWemV caQ alUead\ RSeUaWe aW VcaleV gUeaWl\ e[ceediQg biRlRgical eYRlXWiRQ

e[SeUimeQWV. AlWhRXgh digiWal eYRlXWiRQ WechQiTXeV caQ feaVibl\ VimXlaWe SRSXlaWiRQV QXmbeUiQg

iQ Whe milliRQV RU billiRQV, YeU\ VimSle ageQWV aQd/RU YeU\ limiWed ageQW-ageQW iQWeUacWiRQ. WiWh

mRUe cRmSle[ ageQWV cRQWURlled b\ geQeWic SURgUamV, QeXUal QeWZRUkV, RU Whe like, feaVible

SRSXlaWiRQ Vi]eV dZiQdle dRZQ WR WhRXVaQdV RU hXQdUedV Rf ageQWV.

PXWWiQg Scale iQ PeUVSecWiYe

Take AYida aV aQ e[amSle. ThiV SRSXlaU VRfWZaUe V\VWem WhaW eQableV e[SeUimeQWV ZiWh

eYRlYiQg Velf-UeSlicaWiQg cRmSXWeU SURgUamV. IQ WhiV V\VWem, a SRSXlaWiRQ Rf WeQ WhRXVaQd caQ

XQdeUgR abRXW WZeQW\ WhRXVaQd geQeUaWiRQV SeU da\. ThiV meaQV WhaW abRXW WZR hXQdUed milliRQ

UeSlicaWiRQ c\cleV aUe SeUfRUmed iQ a da\ [OfUia eW al., 2009].



Each flaVk iQ Whe LeQVki LRQg-TeUm EYRlXWiRQ E[SeUimeQW hRVWV a VimilaU QXmbeU Rf

UeSlicaWiRQ c\cleV. IQ WheiU V\VWem, E. cRli XQdeUgR abRXW Vi[ dRXbliQgV SeU da\. EffecWiYe

SRSXlaWiRQ Vi]e iV UeSRUWed aV 30 milliRQ [GRRd eW al., 2017]. HeQce, abRXW 180 milliRQ

UeSlicaWiRQ c\cleV elaSVe SeU da\.

LikeZiVe, iQ RaWcliff¶V ZRUk VWXd\iQg Whe eYRlXWiRQ Rf mXlWicellXlaUiW\ iQ S. ceUeYiViae,

abRXW Vi[ dRXbliQgV SeU da\ RccXU amRQg a SRSXlaWiRQ QXmbeUiQg RQ Whe RUdeU Rf a billiRQ cellV

[RaWcliff, 2012]. SR, aURXQd Vi[ billiRQ cellXlaU UeSlicaWiRQ c\cleV elaSVe SeU da\ iQ WhiV V\VWem.

AlWhRXgh aUWificial life SUacWiWiRQeUV WUadiWiRQall\ deVcUibe iQVWaQceV Rf WheiU VimXlaWiRQV aV

³ZRUldV,´ ZiWh VeUial SURceVViQg SRZeU WheiU Vcale aligQV (iQ QaiYe WeUmV) mRUe alRQg Whe liQeV Rf

a ViQgle flaVk. Of cRXUVe, VXch a cRmSaUiVRQ QeglecWV Whe diVSaUiW\ beWZeeQ AYidiaQV aQd bacWeUia

RU \eaVW iQ WeUmV Rf geQRme iQfRUmaWiRQ cRQWeQW, iQfRUmaWiRQ cRQWeQW Rf cellXlaU VWaWe, aQd bRWh

TXaQWiW\ aQd diYeUViW\ Rf iQWeUacWiRQV ZiWh Whe eQYiURQmeQW aQd ZiWh RWheU cellV.

ReceQW ZRUk ZiWh SigQalGP haV VRXghW WR addUeVV VRme Rf WheVe VhRUWcRmiQgV b\

deYelRSiQg digiWal eYRlXWiRQ VXbVWUaWeV VXiWed WR mRUe d\Qamic eQYiURQmeQWal aQd ageQW-ageQW

iQWeUacWiRQV [LalejiQi aQd OfUia, 2018] WhaW mRUe effecWiYel\ iQcRUSRUaWe VWaWe iQfRUmaWiRQ

[LalejiQi eW al., 2020; MRUeQR, 2020]. HRZeYeU, WR VRme degUee, mRUe VRShiVWicaWed aQd

iQWeUacWiYe eYRlYiQg ageQWV Zill QeceVVaUil\ cRQVXme mRUe CPU Wime RQ a SeU-UeSlicaWiRQ-c\cle

baViV ² fXUWheU VhUiQkiQg Whe magQiWXde Rf e[SeUimeQWV WUacWable ZiWh VeUial SURceVViQg.

The FXWXUe iV PaUallel

ThURXghRXW Whe 20Wh ceQWXU\, VeUial SURceVViQg eQjR\ed UegXlaU adYaQceV iQ

cRmSXWaWiRQal caSaciW\ dXe WR TXickeQiQg clRck c\cleV, bXUgeRQiQg RAM cacheV, aQd

iQcUeaViQgl\ cleYeU SackiQg WRgeWheU Rf iQVWUXcWiRQV dXUiQg e[ecXWiRQ. SiQce, hRZeYeU,



SeUfRUmaQce Rf VeUial SURceVViQg haV bXmSed XS agaiQVW aSSaUeQW fXQdameQWal limiWV WR

cRmSXWiQg¶V cXUUeQW WechQRlRgical iQcaUQaWiRQ [SXWWeU, 2005]. IQVWead, adYaQceV iQ 21VW ceQWXU\

cRmSXWiQg SRZeU haYe aUUiYed Yia mXlWiSURceVViQg [HeQQeVV\ aQd PaWWeUVRQ, 2011, S.55] aQd

haUdZaUe acceleUaWiRQ (e.g., GPU, FPGA, eWc.) [Che eW al., 2008].

CRQWemSRUaU\ high-SeUfRUmaQce cRmSXWiQg clXVWeUV liQk mXlWiSURceVVRUV aQd

acceleUaWRUV ZiWh faVW iQWeUcRQQecWV WR eQable cRRUdiQaWed ZRUk RQ a ViQgle SURblem [HeQQeVV\

aQd PaWWeUVRQ, 2011, S.436]. High-eQd clXVWeUV alUead\ make hXQdUedV Rf WhRXVaQdV RU milliRQV

Rf cRUeV aYailable. MRUe lRRVel\-affiliaWed baQkV Rf VeUYeUV caQ alVR mXVWeU VigQificaQW

cRmSXWaWiRQal SRZeU. FRU e[amSle, SeQWieQW TechQRlRgieV QRWabl\ emSlR\ed a diVWUibXWed

QeWZRUk Rf RYeU a milliRQ CPUV WR UXQ eYRlXWiRQaU\ algRUiWhmV [MiikkXlaiQeQ eW al., 2019].

The aYailabiliW\ Rf RUdeUV Rf magQiWXde gUeaWeU SaUallel cRmSXWiQg UeVRXUceV iQ WeQ aQd

WZeQW\ \eaUV¶ Wime VeemV SURbable, ZheWheU WhURXgh iQcUemeQWal adYaQceV ZiWh WUadiWiRQal

VilicRQ-baVed WechQRlRg\ RU Yia emeUgiQg, XQcRQYeQWiRQal WechQRlRgieV VXch aV biR-cRmSXWiQg

[BeQeQVRQ, 2009] aQd mRlecXlaU elecWURQicV [[XiaQg eW al., 2016]](#[iaQg2016mRlecXlaU. SXch

emeUgiQg WechQRlRgieV cRXld make gUeaWl\ YaVWeU cRllecWiRQV Rf cRmSXWiQg deYiceV feaVible,

albeiW aW Whe SRWeQWial cRVW Rf cRmSRQeQW-ZiVe VSeed [BRQQeW eW al.,

2013](#bRQQeW2013amSlif\iQg); ElleQbRgeQ aQd LRYe, 2000] aQd SeUhaSV alVR cRmSRQeQW-ZiVe

UeliabiliW\.

WhaW Rf Scale?

DigiWal eYRlXWiRQ SUacWiWiRQeUV haYe a Uich hiVWRU\ Rf leYeUagiQg diVWUibXWed haUdZaUe. IW iV

cRmmRQ SUacWice WR diVWUibXWe mXlWiSle Velf-iVRlaWed iQVWaQWiaWiRQV Rf eYRlXWiRQaU\ UXQV RYeU

mXlWiSle haUdZaUe XQiWV. IQ VcieQWific cRQWe[WV, WhiV SUacWice \ieldV UeSlicaWe daWaVeWV WhaW SURYide



VWaWiVWical SRZeU WR aQVZeU UeVeaUch TXeVWiRQV [DRlVRQ aQd OfUia, 2017]. IQ aSSlied cRQWe[WV, WhiV

SUacWice \ieldV maQ\ cRQYeUged SRSXlaWiRQV WhaW caQ be VcaYeQged fRU Whe beVW VRlXWiRQV RYeUall

[HRUQb\ eW al., 2006].

AQRWheU eVWabliVhed SUacWice iV WR XVe ³iVlaQd mRdelV´ ZheUe iQdiYidXalV aUe WUaQVSlaQWed

beWZeeQ SRSXlaWiRQV WhaW aUe RWheUZiVe iQdeSeQdeQWl\ eYRlYiQg acURVV diVWUibXWed haUdZaUe.

KR]a aQd cRllabRUaWRUV¶ geQeWic SURgUammiQg ZRUk ZiWh a 1,000-cSX BeRZXlf clXVWeU W\SifieV

WhiV aSSURach [BeQQeWW III eW al., 1999].

IQ UeceQW \eaUV, SeQWieQW TechQRlRgieV VSeaUheaded digiWal eYRlXWiRQ SURjecWV RQ aQ

XQSUecedeQWed cRmSXWaWiRQal Vcale, cRmSUiViQg RYeU a milliRQ CPUV aQd caSable Rf a Seak

SeUfRUmaQce Rf 9 SeWaflRSV [MiikkXlaiQeQ eW al., 2019]. AccRUdiQg WR iWV SURSRQeQWV, Whe Vcale

aQd VcalabiliW\ Rf WhiV DaUkC\cle V\VWem ZaV a ke\ aVSecW Rf iWV cRQceSWXali]aWiRQ [GilbeUW,

2015]. MXch Rf Whe aVVembled iQfUaVWUXcWXUe ZaV Sieced WRgeWheU fURm heWeURgeQeRXV SURYideUV

aQd emSlR\ed RQ a Wime-aYailable baViV [BlRQdeaX eW al., 2012]. UQlike iVlaQd mRdel ZheUe

VelecWiRQ eYeQWV aUe SeUfRUmed iQdeSeQdeQWl\ RQ each CPU, WhiV Vcheme WUaQVfeUUed eYalXaWiRQ

cUiWeUia beWZeeQ cRmSXWaWiRQal iQVWaQceV (iQ addiWiRQ WR iQdiYidXal geQRmeV) [HRdjaW aQd

ShahU]ad, 2013].

SeQWieQW TechQRlRgieV alVR acceleUaWed Whe deeS leaUQiQg WUaiQiQg SURceVV b\ XViQg maQ\

maVViYel\-SaUallel haUdZaUe acceleUaWRUV (e.g., 100 GPUV) WR eYalXaWe Whe SeUfRUmaQce Rf

caQdidaWe QeXUal QeWZRUk aUchiWecWXUeV RQ image claVVificaWiRQ, laQgXage mRdeliQg, aQd image

caSWiRQiQg SURblemV [MiikkXlaiQeQ eW al., 2019]. AQalRgRXV ZRUk SaUalleli]iQg Whe eYalXaWiRQ Rf

aQ eYRlXWiRQaU\ iQdiYidXal RYeU mXlWiSle WeVW caVeV iQ Whe cRQWe[W Rf geQeWic SURgUammiQg haV

XVed GPU haUdZaUe aQd YecWRUi]ed CPU RSeUaWiRQV [HaUdiQg aQd BaQ]haf, 2007b; LaQgdRQ aQd

BaQ]haf, 2019].



E[iVWiQg aSSlicaWiRQV Rf cRQcXUUeQW aSSURacheV WR digiWal eYRlXWiRQ diVWUibXWe SRSXlaWiRQV

RU iQdiYidXalV acURVV haUdZaUe WR SURceVV Whem ZiWh miQimal iQWeUacWiRQ. TaVk iQdeSeQdeQce

faciliWaWeV WhiV VimSle, efficieQW imSlemeQWaWiRQ VWUaWeg\, bXW SUeclXdeV aSSlicaWiRQ RQ elemeQWV

WhaW aUe QRW iQdeSeQdeQW. PaUalleli]iQg eYalXaWiRQ Rf a ViQgle iQdiYidXal RfWeQ emShaVi]eV

daWa-SaUalleliVm RYeU iQdeSeQdeQW WeVW caVeV, Zhich aUe VXbVeTXeQWl\ cRQVRlidaWed iQWR a ViQgle

fiWQeVV SURfile. WiWh UeVSecW WR mRdel SaUalleliVm, HaUdiQg haV QRWabl\ aSSlied GPU acceleUaWiRQ

WR cellXlaU aXWRmaWa mRdelV Rf aUWificial deYelRSmeQW V\VWemV, Zhich iQYRlYe iQWeQViYe

iQWeUacWiRQ beWZeeQ VSaWiall\-diVWUibXWed iQVWaQWiaWiRQ Rf a geQeWic SURgUam [HaUdiQg aQd

BaQ]haf, 2007a]. HRZeYeU, iQ V\VWemV ZheUe eYRlXWiRQaU\ iQdiYidXalV WhemVelYeV aUe

SaUalleli]ed Whe\ aUe W\Sicall\ cRmSleWel\ iVRlaWed fURm each RWheU.

We aUgXe WhaW, iQ a maQQeU e[SliciWl\ accRmmRdaWiQg caSabiliWieV aQd limiWaWiRQV Rf

aYailable haUdZaUe, RSeQ-eQded eYRlXWiRQ VhRXld SUiRUiWi]e d\Qamic iQWeUacWiRQV beWZeeQ

VimXlaWiRQ elemeQWV ViWXaWed acURVV Sh\Vicall\ diVWUibXWed haUdZaUe cRmSRQeQWV.

LeYeUagiQg DiVWUibXWed HaUdZaUe fRU OSeQ-EQded EYRlXWiRQ

UQlike mRVW e[iVWiQg aSSlicaWiRQV Rf diVWUibXWed cRmSXWiQg iQ digiWal eYRlXWiRQ,

RSeQ-eQded eYRlXWiRQ UeVeaUcheUV VhRXld SUiRUiWi]e d\Qamic iQWeUacWiRQV amRQg diVWUibXWed

VimXlaWiRQ elemeQWV. PaUallel aQd diVWUibXWed cRmSXWiQg eQableV laUgeU SRSXlaWiRQV aQd

meWaSRSXlaWiRQV. HRZeYeU, ecRlRgieV, cR-eYRlXWiRQaU\ d\QamicV, aQd VRcial behaYiRU all

QeceVViWaWe d\Qamic iQWeUacWiRQV amRQg iQdiYidXalV.

DiVWUibXWed cRmSXWiQg VhRXld alVR eQable mRUe cRmSXWaWiRQall\ iQWeQViYe RU cRmSle[

iQdiYidXalV. DeYelRSmeQWal SURceVVeV aQd emeUgeQW fXQcWiRQaliW\ QeceVViWaWe d\Qamic

iQWeUacWiRQV amRQg cRmSRQeQWV Rf aQ eYRlYiQg iQdiYidXal. EYeQ aW a Vcale ZheUe iQdiYidXalV



UemaiQ cRmSXWaWiRQall\ WUacWable RQ a ViQgle haUdZaUe cRmSRQeQW, mRdeliQg Whem aV a cRllecWiRQ

Rf diVcUeWe cRmSRQeQWV cRQfigXUed WhURXgh geQeUaWiYe deYelRSmeQW (i.e., ZiWh iQdiUecW geQeWic

UeSUeVeQWaWiRQ) caQ SURmRWe Vcalable SURSeUWieV [LiSVRQ, 2007] VXch aV mRdXlaUiW\, UegXlaUiW\,

aQd hieUaUch\ [HRUQb\, 2005; ClXQe eW al., 2011]. DeYelRSmeQWal SURceVVeV ma\ alVR SURmRWe

caQali]aWiRQ [SWaQle\ aQd MiikkXlaiQeQ, 2003], fRU e[amSle WhURXgh e[SlRUaWRU\ SURceVVeV aQd

cRmSeQVaWRU\ adjXVWmeQWV [GeUhaUW aQd KiUVchQeU, 2007]. TR Ueach WhiV gRal, DaYid Ackle\ haV

eQYiViRQed aQ ambiWiRXV deVigQ fRU mRdXlaU diVWUibXWed haUdZaUe aW a WheRUeWicall\ XQlimiWed

Vcale [Ackle\ aQd CaQQRQ, 2011] aQd demRQVWUaWed aQ algRUiWhmic VXbVWUaWe fRU emeUgeQW ageQWV

WhaW caQ Wake adYaQWage Rf iW [Ackle\, 2018].

A PaWh Rf E[SaQdiQg CRmSXWaWiRQal Scale

While b\ QR meaQV ceUWaiQ, Whe idea WhaW RUdeUV-Rf-magQiWXde iQcUeaVeV iQ cRmSXWe SRZeU

Zill RSeQ XS TXaliWaWiYel\ diffeUeQW SRVVibiliWieV ZiWh UeVSecW WR RSeQ-eQded eYRlXWiRQ iV Zell

fRXQded. SSecWacXlaU adYaQceV achieYed ZiWh aUWificial QeXUal QeWZRUkV RYeU Whe laVW decade

illXmiQaWe a SRVVible SaWh WRZaUd WhiV RXWcRme. AV ZiWh digiWal eYRlXWiRQ, aUWificial QeXUal

QeWZRUkV (ANNV) ZeUe WUadiWiRQall\ XQdeUVWRRd aV a YeUVaWile, bXW aX[iliaU\ meWhRdRlRg\ ² bRWh

WechQiTXeV ZeUe deVcUibed aV ³Whe VecRQd beVW Za\ WR dR almRVW aQ\WhiQg´ [MiaRXliV aQd

PlemeQRV, 2008; EibeQ, 2015]. HRZeYeU, Whe XWiliW\ aQd XbiTXiW\ Rf ANNV haV ViQce iQcUeaVed

dUamaWicall\. The deYelRSmeQW Rf Ale[NeW iV Zidel\ cRQVideUed SiYRWal WR WhiV WUaQVfRUmaWiRQ.

Ale[NeW XQiWed meWhRdRlRgical iQQRYaWiRQV fURm Whe field (VXch aV big daWaVeWV, dURSRXW, aQd

ReLU) ZiWh GPU cRmSXWiQg WhaW eQabled WUaiQiQg Rf RUdeUV-Rf-magQiWXde-laUgeU QeWZRUkV. IQ

facW, VRme aVSecWV Rf WheiU deeS leaUQiQg aUchiWecWXUe ZeUe e[SUeVVl\ mRdified WR accRmmRdaWe

mXlWi-GPU WUaiQiQg [KUi]heYVk\ eW al., 2012]. B\ adaSWiQg e[iVWiQg meWhRdRlRg\ WR e[SlRiW



cRmmeUciall\ aYailable haUdZaUe, Ale[NeW VSXUUed Whe gUeaWeU aYailabiliW\ Rf cRmSXWe UeVRXUceV

WR Whe UeVeaUch dRmaiQ aQd eYeQWXall\ Whe iQWURdXcWiRQ Rf cXVWRm haUdZaUe WR e[SUeVVl\ VXSSRUW

deeS leaUQiQg [JRXSSi eW al., 2017].

SimilaUl\, SURgUeVV WRZaUd Ueali]iQg aUWificial life V\VWemV ZiWh iQdefiQiWe VcalabiliW\

VeemV likel\ WR XQfRld aV iQcUemeQWal achieYemeQWV WhaW VSXU addiWiRQal iQWeUeVW aQd UeVRXUceV iQ

a SRViWiYe feedback lRRS ZiWh Whe deYelRSmeQW Rf meWhRdRlRg\, VRfWZaUe, aQd eYeQWXall\

VSeciali]ed haUdZaUe WR Wake adYaQWage Rf WhRVe UeVRXUceV. IQ addiWiRQ WR deYelRSiQg

haUdZaUe-agQRVWic WheRU\ aQd meWhRdRlRg\, Ze belieYe WhaW SXVhiQg Whe eQYelRSe Rf RSeQ-eQded

eYRlXWiRQ Zill aQalRgRXVl\ UeTXiUe deVigQiQg V\VWemV WhaW leYeUage e[iVWiQg

cRmmeUciall\-aYailable SaUallel aQd diVWUibXWed cRmSXWe UeVRXUceV aW ciUcXmVWaQWiall\-feaVible

VcaleV.
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The Evolution of Restraint on Multicellularity in Avida 4

1 Introduction

Artificial selection has been used by evolution researchers to study and explain the principle
of natural selection for over one hundred years. For example, in The Origin of Species, Darwin
(1859) used examples of artificial selection to lay the groundwork for his natural selection analog
[1]. Though debate continues about the role of group selection in natural settings [2], more
recent experiments using artificial selection have significantly increased our understanding of
short- and long-term evolutionary processes [3].

One type of group selection, called antagonistic multilevel selection, is frequently seen in
natural groups that exhibit division of labor [1]. In this type of selection, the between-group
pressure to increase the group’s fitness is at partial or total odds with the within-group pressure
for individuals within the group to increase their fitness. For example, the cells of a multicellular
organism undergo a within-group pressure to specialize on the role with the highest reward and
a between-group pressure for the organism’s cells to perform a diverse suite of tasks [4]. When
the within-group pressure for cells to reproduce (i.e., go rogue to increase their own fitness)
overwhelms the between-group pressure to control cellular reproduction, it results in cancer [5].

In this paper, we use the Avida digital evolution platform [6] to address the question: Do
multicells evolve restraints on multicellularity when under treatments that allow rogue cell
behavior? Digital evolution allows us to evolve two groups of digital multicells – a control
group in which rogue cell behavior is programmatically prohibited, and a treatment group in
which it is allowed. First, we look for evidence of cancer-like behavior in the treatment group.
Second, we look for a decline over time in the amount of cancer-like behavior exhibited by a
multicell. If restraints on multicellularity do not evolve in the treatment group, then it will not
show a decline in the amount of cancer-like behavior exhibited. If cancer-like behavior emerges
in the treatment group and then diminishes, however, natural selection for cancer prevention
has evolved.

2 Background

2.1 Major Transitions Research with Avida 4

This project builds on Devolab alumni Dr. Heather Goldsby’s work using Avida 4 to study
the major evolutionary transition from single to multicell organisms. Avida is an open-source
scientific software platform for conducting and analyzing experiments with self-replicating and
evolving computer programs [6]. In 2012, Goldsby, Dornhaus, Kerr, and Ofria found that task-
switching costs promote the evolution of division of labor and shifts in individuality between
cells in digital multicellular organisms in Avida 4 [7]. Their study showed that higher task
switching costs lead to increased division of labor among cells.

Next, Goldsby, Kerr, Ofria, and Knoester, proposed the “dirty work hypothesis” as the evo-
lutionary origin of somatic cells, which stated that mutagenic e↵ects associated with metabolism
promote the evolution of germ-soma di↵erentiation in multicells [8]. The study found that
psuedo-soma cells – precursors to reproductive division of labor – do more mutagenic work,
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while the multicells preserved their genetic material by having a subset of cells do less or no
mutagenic work. In this way, multicells made use of phenotypic plasticity to divide the workload
prior to the evolution of somatic cells [8].

In the same year, Goldsby, Knoester, Kerr and Ofria looked at the e↵ects of conflicting pres-
sures on the evolution of division of labor, exploring how populations respond to antagonistic
multilevel selection pressures [1]. They found that digital organisms from lineages performing
highly rewarded roles used reproductive restraint in order to co-existence with organisms from
other lineages. This inspired the question: Could multicells evolve similar forms of reproductive
restraint to suppress rogue cell behavior (e.g., cancer)?

2.2 Biological Evolution and Cancer

In 1977, Richard Peto identified an interesting paradox in cancer incidence rates across
species. Now known as “Peto’s paradox,” he found that larger and longer-lived species do not
display increased cancer rates proportional to their larger number of cell divisions [9]. The
current leading hypothesis explains this pattern via natural selection for di↵erential cancer
prevention in these larger, longer-lived species [10].

According to evolutionary biologist Leonard Nunney [11], the complexity of genetic control
over unregulated cell growth should depend on a tissue’s size and its pattern of proliferation.
He showed mathematically that the levels of somatic mutations in small and large animals are
so di↵erent that there is not a mechanism to prevent cancer in one that would be evolutionarily
stable in the other. Furthermore, within species, lineage selection suppresses cancers causing the
greatest loss of fitness (which may be tissue specific) [11]. Because only the germline genome is
passed on to an individual’s o↵spring, deleterious mutations in it often cause a greater reduction
in fitness than somatic cell mutations. In fact, the somatic mutation rate in both mice and
humans is almost two orders of magnitude higher than the germline mutation rate [12].

Based on this biological evidence, we believe that natural selection pressures caused the
evolution of cancer suppression mechanisms in natural multicellular organism. Next, we sought
to replicate these pressures in Avida 4’s evolutionary computation environment.

3 Approach

Based on this existing literature, the goals of this project were as follows:

1. Update Avida 4 to allow single cells contained within multicells to replicate over one
another.

2. Run the program on MSU’s HPC.

3. Analyze the results for evidence of multicells evolving restraints on cellular reproduction
that reduce or eliminate the chances of a single cell “going rogue” and wiping out the
multicell.
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Figure 1: By performing 5 types of tasks instead of 2, group A is able to replicate over group
B [1]

3.1 Avida 4 Digital Evolution System

In the Avida 4 system, digital organisms compete for space in the environment. Each
organism is a fully functional computer program, set up as a circular list of instructions, and a
virtual CPU that executes the instructions. These instructions make up the digital organism’s
genome and determine its behavior [1].

In order to self-replicate, the genome includes a sequence of instructions to create an o↵-
spring. This emulates asexual reproduction in the natural world. When a digital organism
reproduces, a neighboring location is selected from the environment to place the o↵spring, and
(if overwriting is allowed) any previous inhabitant of the target location is replaced (killed and
overwritten). If overwriting is not allowed and the location is already occupied, the copy oper-
ation is canceled. Copy mutations (substitutions, insertions, and deletions) may occur during
the replication process, leading to o↵spring that are genetically distinct from their parent [1].

The genome of a digital organism can include a variety of di↵erent instructions from the
Avida instruction set. The instruction set is set up so that any combination of instructions is
a syntactically correct program (though it may not perform any meaningful computation). It
includes several instructions to facilitate distributed problem solving and transmit epigenetic
information to o↵spring [1].

The rate at which an organism’s virtual CPU executes its instructions is determined by the
organism’s metabolic rate. An organism can perform a bitwise Boolean logic operation on 32-
bit integers to consume resources that increase its metabolic rate. Performing NOT or NAND
doubles the organism’s metabolic rate, AND or ORNOT triples the metabolic rate, and OR
quadruples it. An organism may only receive a reward for performing one task. For example,
a digital organism could not be rewarded for performing NAND and subsequently be rewarded
for performing ORNOT [1].

Multicells are groups of digital organisms (cells). They compete with other groups and
replicate via tournament selection. The inter-tournament period length determines how often
this takes place. Within each tournament, the group that performs the greatest variety of
tasks is replicated to the next group-generation. However, a group may only replicate if it has
accrued resources equal to or greater than the group replication threshold value [1].

3.2 Avida 4 Configuration

Avida 4 uses two large C++ library sets: EALib and Boost. EALib is a series of C++
libraries for building evolutionary algorithms [13]. It includes Boost as a dependency. Boost is
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a set of open-source C++ libraries for general development [14]. It is notoriously di�cult to
install (C. Ofria, personal communication, 2019), and doing so caused significant development
delays during the project.

Once Avida 4 was installed, the initial configuration was set to that used in The E↵ect

of Conflicting Pressures on the Evolution of Division of Labor [1]. Each run contained 1000
5-by-5 multicell grids initially seeded with one cell each. The group replication threshold was
set to 500 in the first run. For both the control group and the treatment group, 300 runs were
conducted, each lasting one million updates.

Figure 2: Tissue accretion (cell reproduction) in the control and treatment groups. Only
treatment group cells may overwrite living cells.

In the control group, individual cells within a multicell could not overwrite existing cells.
When they execute their copy instructions to reproduce, the program checks if the adjacent
square they are facing is occupied by a living cell. If it is, the instruction is not completed.
This programmatically prevents this type of rogue cell behavior.

In the treatment group, overwriting neighboring cells is permitted. This allows cells to
replicate over a neighboring cell, even if it is still alive. Overwriting existing cells is a type of
rogue cell behavior, since it increases the cell’s fitness without increasing the group’s fitness.

The first run revealed slight di↵erence between the control and treatment groups, but not
enough to understand what was going on. Therefore, in the second run, the group replication
threshold was increased to 1000 to increase the pressure on multicells to accrue more cells within
their grids, and the runs lasted two million updates to allow the time to do so. The results
were startling, showing data that could not be possible if the Avida 4 program was working
correctly.

A bug was found in the Avida 4 code base that was a↵ecting the random number generators
used by the digital organisms. Luckily, the bug had been injected after the most recently
published paper, so no publications had to be redacted (H. Goldsby, personal communication,
2019). The data generated for this project was discarded, and a third run was constructed with
the corrected Avida 4 program.

In the third and final run, the group replication threshold was set to 600, because 1000 in
run two appeared to have been too high for the groups to evolve multicellularity. The runs
still lasted two million updates to give the multicells time to evolve cancer-like behavior and,
hopefully, restraints on it.
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Figure 3: Cancer-like rogue cell behavior is shown in the mean number of overwritten cells
compared to the mean multicell size. The number of overwritten cells peaks at over 350 before
the multicells are able to evolve restraints on rogue cell behavior. The number of overwrites
then drops dramatically.

Figure 4: Compared on the same graph, the same cancer-like behavior can be seen in another
run, evident in the spike in overwrite numbers. The mean multicell size is does not change
enough to explain the rapid decline in the number of overwrites.

4 Results

In the third run, there was not a statistically significant di↵erence in how often runs evolved
multicellularity between the treatment and control groups . Both evolved multicellularity in
about 3 percent of the runs (9 out of 300 in the control group and 10 out of 300 in the treatment
group). Cancer-like behavior was observed in eight of the ten treatment group runs that evolved
multicellularity. Figure 3 depicts one such run.

In Figure 4, the multicell size only drops from 16 to 8, while the number of overwritten
cells drops from over 350 to about 20. This dramatic decrease is evidence that the multicells
evolved some form of restraint on multicellularity that inhibits rogue cell behavior. How this
restraint is achieved is a question that should be addressed in future work.

Two of the ten runs that evolved multicellularity did not evolve strong evidence of cancer-
like behavior. They both had a smaller mean multicell size and evolved multicellularity later
than the other multicellular runs. For example, Figure 5 shows a run in which the mean number
of overwrites peaked around 30, and the mean multicell size stayed in line with the number of
overwrites.
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Figure 5: Two runs evolved multicellularity but did not show strong evidence of cancer-like
behavior as evidence by a low mean number of cell overwrites.

5 Conclusion and Future Work

Avida 4 is accepted by both the biological and evolutionary computation communities as a
representation of evolution [1]. It has been successfully used to study the major evolutionary
transition from single- to multicellularity thanks to the ability it grants researchers to explicitly
define and measure the digital organisms, environment, and evolutionary pressures such as the
group reproduction threshold and tournament size [1]. This project shows promising evidence
of the evolution restraints on multicellularity in 2.67% of the treatment group runs. More and
longer runs are necessary, however, to get enough data to be statistically significant.

Increased data collection and an improved data analysis pipeline is also necessary to distin-
guish advantageous from disadvantageous overwriting. Questions to investigate include:

• If a cell is surrounded, does it stop replicating?

• How much of the observed behavior is limits from resources vs. limits on multicellularity?

• Why do some runs evolve cancer-like behavior and others do not?

• Is there a di↵erence in restraint shown between germ and soma cell overwrites?

• What restraint techniques are used?

During the experiment, two unexpected findings arose that did not appear to directly relate
to the evolution of restraints on multicellularity, and thus were not explored in depth. First, the
control group did not evolve higher levels of multicellularity than the treatment group, despite
not having to contend with potential rogue cell behavior. When the control group’s group
replication threshold was 500, about 10% of runs evolved multicellularity. In the third run,
however, when the group replication threshold was 600, only 3% of runs evolved multicellularity.
We expected the increased group replication threshold to increase, not decrease, the percent
of runs that evolve multicellularity. Future work should manipulate the evolutionary pressures
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and lineage tracking to examine why this is not the case, and why programmatically prohibiting
rogue cell behavior does not provide any apparent boost in the ability to evolve multicellularity
(under the current conditions).

Second, the Avida 4 program began using more than twice as much memory per run when
additions were made to track cell births and overwrites. Future work should investigate a
potential memory leak. If it does not appear to be an error in the code, it is possible that
the cells are utilizing communication instructions more frequently as part of their reproduction
management strategy. Data collection should be added that tracks message passing between
cells to examine how they are being used. Ideally, in either case, the code should be updated
in a way that reduces the memory required for each run.

Studying evolution in action using digital organisms gives us the ability to understand the
natural selection pressures that cause the evolution of cancer suppression mechanisms. This
work is relevant to the fields of biological evolution and evolutionary computation, as well as
veterinary and human medicine. The promising results from this project are therefore being
built upon with research that hopes to further understand the evolutionary pressures at work
and the evolved restraints on multicellularity.
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On the Study of Digital Evolution: Definition, Process, and 

Application 

by Santiago Rodriguez Papa 

I have been working at the Michigan State University Digital Evolution Laboratory for almost 

two years now. I was initially hired as a software development assistant—basically, I was to 

aid graduate students in their research by helping them design, develop, and debug their code. 

Some might find this counterintuitive, but while I had relatively good experience with C++, 

Javascript, Python—the three languages used in the laboratory—and a strong background in 

programming for my age, I had little-to-none experience with digital evolution. This is not to 

say I was unfamiliar with the general concept, but rather that I was not knowledgeable in its 

terminology, main theories, or real-world applications. Over time, I became much more 

knowledgeable and involved in the field. This report will focus on defining the field, explaining 

the process by which we study evolution, and finally giving some real-world applications. 

Most people have a relatively good idea of what evolution entails. However, the general public 

often misunderstands certain key concepts that are invaluable for comprehending digital 

evolution in particular and evolution in general. Evolution is, at its core, an intergenerational 

(read, long-term) process by which species adapt to their environment. (MacColl, 2013). This 

process is fueled by natural selection, a mechanism by which the genetic makeup of a 

population is changed within a generation (MacColl, 2013). In order for natural selection to 

occur there must be selective pressure—that is, an outside influence that steers the population 

in a certain direction.   

The most well-known example for selective pressure is the story of the short-necked giraffes. 

The tale begins by explaining that, once upon a time, giraffes used to have normal-length necks. 

They would roam the steppe eating leaves from ground-level bushes and short-trunk trees. One 

day, a fire wiped out most of this dwarf fauna. As such, the giraffe population soon ran onto 

the problem of not having enough food to sustain itself. It was observed that after some 



generations, the dwindling population began to grow in height. Soon, the giraffes grew taller 

on average and the whole population got access to a new source of food: tall trees.  

While of course this not how giraffes originally evolved their tall necks, this example serves 

as a clarification to some common misunderstandings. At first, the giraffes’ average height 

resided somewhere between the low and high trees, and the height distribution could be 

depicted by a bell curve. After the fire, however, the lower end of the bell curve was unable to 

secure food and thus reproduce, so their “short genes” were passed on less often; we say these 

short giraffes had lower fitness. On the other hand, the giraffes on the higher end of the normal 

distribution did have access to a reliable source of food, so their genes were passed on; these 

individuals had higher fitness. Since before the fire, the population height had a normal spread, 

we can assume that the mutations that affect a specimen’s height are also normal. However, 

the selective pressure made it so that only the high fitness individuals could survive, and as 

such, the spread skewed right.  

While it might seem counterproductive to define so many ecological terms in a report about 

“digital” evolution, I promise it is not in vain. The field borrowed the majority of its terms 

from biology, so it is imperative to be familiar with them. In fact, ecological and digital 

evolution are so closely related that, in their 1999 paper, Adami et al defined digital evolution 

to be the use of a computational medium in order to study evolution in action. It could thus be 

argued that both fields study the same thing from different perspectives; ecology focuses on 

biological records, and digital evolution on computational ones. 

In a later paper, the same authors also argue that, while traditional methods for its study focus 

on an a posteriori, indirect analysis of fossil records and sedimentary patterns, the use of a 

simulated virtual environment allows for a faster and more direct approach centered on testing 

generalizations about living systems (Lensky et al, 1999).  

Indeed, the primary use of digital evolution is to study real-world evolution at a scale not 

possible in real life. Since the speed at which the virtual organisms reproduce—and thus mutate 

and evolve—is only limited by how fast the simulation can run, we can study evolutionary 

effects that we otherwise would be unable to.  



When asked about what I do, I often joke that I work with Digimon. Honestly, this is not all 

too inaccurate—my job is probably the closest we will ever get to that franchise. After all, the 

study of digital evolution can only be accomplished if there are digital organisms that evolve.1 

These digital organisms are also known as artificial life2 (Lenski, Ofria, Pennock; 2003).  

In our studies at the laboratory, we define digital 

organisms to be programs that execute basic 

machine language instructions. Most of these 

instructions are commonly found in every CPU—

think ADD, POP, JMP—others are only relevant 

to our field of study—things like REPRODUCE 

or GET RESOURCES. As you can see, these 

programs are very similar to real-life organisms: 

they have genetic code that allows them to 

interact with their environment, reproduce, and 

die—this is all you need to fulfill the definition 

of life! In a way, you could say these beings are 

alive, just in a different way than real-life 

organisms.  

 
1 Without organisms nothing can ever evolve, as evolution involves change within a population. 
2 Not to be confused with Artificial Intelligence.  

Figure 1. A randomly initialized digital world. 



To study evolution, we utilize a finite-sized world. 

Initially, this world is fully populated by cells with 

randomly generated code [Figure 1].  

In evolutionary ecology, there are different 

moments in time considered to be key in the 

evolution of life as we know it—these are known as 

major transitions in individuality (Stuart et al, 

2015). Commonly, they include things such as the 

grouping of aminoacids into genes, the cooperation 

of genes to form genomes, the transition from 

prokaryotic to eukaryotic cells, and the cooperation 

of unicellular organisms into multicellular ones. 

With Matthew Andres Moreno—current doctoral 

student and my direct supervisor—we have been 

studying this last transition.  

In order to do observe the evolving cells in a user-

friendly manner, we visualize the different filial 

groups with different colors. As such, initially, the 

organisms are single-celled individuals. This fact 

can be appreciated in Figure 1 since no square shares 

colors with its neighbors.  

On each update, one instruction of code of each 

individual cell is run. If REPRODUCE is reached, 

the cell chooses a random neighbor to overwrite. 

Cells can communicate with each other through the 

sharing of resource (Moreno and Ofria, 2019). Over 

time, some cells will die, while others will reproduce 

and cooperate—when this happens, we are observing the transition from unicellular to 

Figure 3. The initial state of the simulation. 

Figure 2. The same world as Figure 1 after 5000 
updates. Some multicellular organisms can be observed, 
bottom-center and top-right. Black squares are cells that 

experienced apoptosis. 

Figure 3. The same world as Figure 1 after 10000 
updates. Many multicellular groups can now be observed, 
particularly top-right and bottom-center. The fact these 

groups are separate shows the transition to multicellular 
life occurred multiple times.  



multicellular organisms. This can be appreciated in figures 2 and 3. This transition happens 

repeatedly and in different parts of the world, akin to real life (Eiben and Smith, 2013).   

We have answered both how and why we want to study digital evolution. We have also 

discussed its main application: digital evolution is used to study evolution in action. However, 

we have yet to discuss some of its secondary applications, which are more relevant to the field 

of Engineering.   

The main secondary application of digital evolution is the development of algorithms. Every 

engineer is familiar with the concept of an algorithm: an ordered set of instructions that are 

executed to fulfill a certain task. However, the development of these algorithms varies. While 

most choose to either use previously engineered algorithms or to design their own, there is a 

growing concept in the field of Computer Science called evolutionary algorithms.  

An evolutionary algorithm is defined to be the application of natural selection to develop some 

desired emergent behavior (Eiben and Smith, 2015). The software engineer must have a 

specific goal in mind (for example, to approximate a given set of points on the plane). After 

defining the goal, the programmer develops a fitness function to test the population against (in 

this case, it could be the mean squared error between generated data and known data). Finally, 

a population is randomly generated and the simulation is started. After a set number of updates 

has elapsed, the specimens’ finesses are measured and a group of them is chosen with a defined 

selection scheme. This is repeated until the fitness of the population reaches the desired level. 

At the end, the population is composed of individual algorithms that can effectively solve the 

original goal.  

This idea of competing algorithms against each other has many uses in the world of Computer 

Science. To those familiar with the topic, the previous description might seem strangely similar 

to the method in which Neural Networks are generated. Indeed, the fields of Digital Evolution 

and Neural Networking are closely related. For example, evolutionary algorithms have been 

successfully utilized to construct recurrent neural networks (Angeline et al, 1994). In fact, I am 

currently conducting independent research on the use of digital evolution to generate highly 

accurate neural networks in a shorter amount of time.  



In conclusion, the field of digital evolution is wildly diverse and unique. This intersection of 

Biology, Ecology, and Computer Science might seem strange at first glance, but a closer look 

reveals a growing group of researchers that are revolutionizing how we understand evolution, 

computation, and ecology. I am extremely thankful to be part of it.   
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The role of Evolutionary Biology in Artificial Intelligence and Alife 

 

Introduction  

Since its advent, Artificial intelligence has continually taken influence from Biology. 

However, key biological processes remain underappreciated for their potential in solving 

complex problems, due to a lack of collaboration between the two very distinct fields. For 

both biological and artificial life, finding the best solution involves navigating a highly 

dimensional, and often dynamic, fitness landscape. Hill-climbing techniques can result in 

stagnation at local optima, and variations of random search can be equally as ineffective at 

locating high performing regions. But nature continues to complexify, lending inspiration in 

tackling the most ambitious goal in AI: the creation of Artificial General Intelligence.  

 

Combining Learning and Evolution 

ANNs, which are commonplace in modern AI, superficially model the interactions between 

real neurons in the brain where the strengths of synaptic connections encode knowledge and 

experience 1. In AI, these connections, or weights, are adjusted based on their error from the 

desired performance 2, working similarly to how intrinsic rewards systems modify synaptic 

weights in animals 3. The development of ANNs caused a lot of initial excitement but it was 

soon realised to have limited success in producing the complexity of human cognition. Brains 

have been optimised over millions of years of evolution to have a stereotyped connectional 

architecture which forms the basis for learning. The product of this evolutionary optimisation 

is the diverse range of abilities animals are born with such as walking at birth or basic 

capabilities we take for granted such as objectness. Whereas conventional ANNs rely on just 

learning, resulting in a number of deficiencies 4. 



Genetic Algorithms (GAs) work by simulating survival of the fittest. Populations of 

bit strings, each representing a solution, evolve and occasionally mutate and only the fittest 

solutions can mate and propagate to the next generation 5. Mating works similarly to 

crossing-over in meiosis; a random point along the string is selected and bits are swapped 

creating two new offspring. Closely adjacent sequences are less likely to be separated by 

crossing over, like in genetic linkage, so tend to be synergistic and form partial solutions, like 

genes. Recombination of good partial solutions enables the search to µjump¶ between optima 

focusing on the most promising parts of the search space, while purging poor partial solutions 

which would otherwise accumulate 6. Neuroevolution applies GAs to adjust the weights of 

ANNs in place of backpropagation. A GA evolves a population of bit strings which 

represents the connection weight matrix of an ANN. The fitness of the bit strings are 

determined by the performance of their resulting ANNs at a given task. Neuroevolution 

emerged in the 90s 7 and GAs are now argued to be a competitive alternative to 

backpropagation 8. 

Just as pure learning has its deficiencies, so does pure evolution. Hill climbing 

techniques such as backpropagation enable a local optimum to be reached but the global 

optimum may never be discovered. In contrast, pure evolution is more likely to locate the 

region of a global optimum but won¶t necessarily locate its peak because it does not directly 

follow a local fitness gradient. As such, these approaches are complementary, just as in 

nature. Evolution shapes the fundamental innate behaviour based on the experiences of 

ancestors, and learning optimises it so it can best be used – as the precise conditions and 

events experienced by each individual in a lineage will differ subtly. Coupling evolutionary 

algorithms with deep learning strengthens this analogy with nature and exploits the best 

qualities of each approach. This may be done by using GAs to evolve the general structure of 

the ANN and training with backpropagation to fine tune the parameters. 



 
Evo Devo and Indirect Encoding 

For common AI, be it deep learning or neuroevolution, learning occurs directly on the 

parameters of the ANN. In contrast, the human genome holds only 1.5GB of information; this 

is not enough to direct encode the trillions of synaptic weights in the brain, let alone the entire 

organism. However, the genome does not explicitly encode the body map of the organism, it 

encodes its development. The result is an organism that has modulated repetition with 

variation. For example, most multicellular organisms display some form of symmetry and 

numerous features which are derived from a single innovation, e.g., insect appendages: 

wings, antennae and mandible, are all variations of the leg appendages. This property enables 

coordinated evolution of structure and behaviour. 

HyperNEAT 9 incorporates indirect encoding into Neuroevolution to evolve perfectly 

coordinated walking gaits of simulated creatures. Like in classic Neuroevolution, Populations 

of bit strings evolve, mutate and mate. These bitstrings do not encode the weights of the 

functional ANN as in classical Neuroevolution, but they encode the weights for a 

Compositional Pattern Producing Network. The output of this network is a geometric pattern 

with repeating motifs, and it is the coordinates of this pattern which encodes the weight of the 

functional ANN. The resulting ANN is able exploit regularities in a problem; for example, 

HyperNEAT can automate the evolution of highly coordinated four-legged gaits 10, which has 

only previously been possible with manual decomposition of the task. 

 

Group selection and a division of labour 

From a genetic to a societal level, group selection has repeatedly resulted in major evolutionary 

transitions. For example, the eukaryotic cell arose from a proto-eukaryote¶s engulfment of and 

subsequent mutualism with a prokaryote which became the mitochondria. The reproduction of 

the mitochondria eventually depended on the reproduction of the eukaryotic cell and vice versa 



11. Due to their aligned reproductive fates, there is a selection for cooperation and this manifests 

in a division of labour – the mitochondria provide optimal conditions for aerobic respiration 

and the host capitalises on this while providing the energy and resources required. This example 

of cellular compartmentalisation enables much greater efficiency within the cell and facilitates 

further beneficial variation 12. 

 At the genetic level, information is encoded in linear DNA sequences composed of four 

bases. Although having a simple linear structure, sub-sequences encode higher-level functional 

elements such as genes, and these are further grouped together into chromosomes that 

ultimately make up the final genome of an organism. Each component in this hierarchy has a 

distinct role in synthesis and the proliferation of the others and so success requires cooperation 

between them 13. A similar phenomenon also occurs during the evolution of GAs where 

bitstrings are used to encode the genome of a potential solution. Crossing over allows for partial 

solutions to become localised within a string such they can propagate effectively. These sub-

sequences can then be further combined at larger length scales establishing a hierarchy of 

modularity even within this simple system. By viewing a complex task as a collection of 

smaller interacting subtasks, it is possible to tackle larger problems in smaller chunks, 

facilitating search in even highly deceptive spaces. Because of this, genetic algorithms have 

been found to better tackle tasks with complex fitness landscapes compared to ANN-based 

deep learning approaches. 

 At higher levels of organisation, social groupings are common between organisms (e.g., 

parental care, herds and flocks). There are many benefits to group living. An extreme example 

of this are the eusocial insects whose colonies form what are termed a µsuperorganism¶. These 

colonies are composed of distinct castes – such as queens, workers, and soldiers – which are 

morphologically and behaviourally specialised to their task. In AI, a problem can be tackled 

using multiple cooperating agents if fitness can be measured by the sum of their behaviours. 



For example, OpenAI created a human-relevant example of how this works using a game of 

hide and seek 14. Pairs of seekers played against pairs of hiders where each is controlled by its 

own ANN. The hiders worked together to build a shared wall around themselves before the 

seekers finished counting. Once the seekers discovered they could use ramps to breach the wall, 

the hiders exhibited a division of labour where one began constructing the wall while the other 

confiscated the ramps – a strategy that would have be impossible by either alone due to 

countdown time limit. 

 The hierarchy of modularity in current artificial systems is modest compared to that 

found in biology. In nature, group selection occurs on numerous levels simultaneously, 

establishing an extensive hierarchy of task decomposition which scales with complexity 

covering genomes, endosymbiosis, cell compartmentalisation, multicellularity 15, tissues and 

organs, organisms, sex 16, social groups, and inter-specific mutualisms 17 to name a few. In 

effect, a complete ecosystem also exhibits modularity through niche differentiation, which 

operates to reduce competition.  

 

Complexification 

A few billion years ago, life began simply – morphologically, behaviourally and genetically 

in a simpler environment and with little competition. From then on, the elaboration of 

genomes enabled new behaviours and structures. This adaptive radiation of life has created 

multiple kinds of organisms with different metabolic processes occupying different niches. 

As these organisms interact with their environment, they cause changes opening up new 

niches for further diversity to arise. This leads to a continually growing web of interactions 

with multiple trophic levels. Conventional evolutionary computing infamously lacks this 

open-ended quality, usually halting as it stagnates at a final solution. Often, evolutionary 

computing techniques involve a single static selection pressure based on the performance of 



the task of interest. Yet the complex behaviours we are interested in recreating in AI such as 

language are the product of gradual complexification, rather than an explicit selection 

pressure for language in isolation.  

Novelty search has shed light on the shortcomings of this conventional approach 18. 

Behaviours are selected based on their uniqueness rather than their performance, and once the 

search for the simplest behaviours is exhausted, more complex behaviours are generated, 

promoting diversification and complexification. The selection for novelty occurs in adaptive 

radiation, where species differentiate and specialise into niches to reduce competition. In a 

biped locomotive task, novelty search significantly outperforms fitness-based approach 

despite being agnostic about what behaviour is adaptive for walking. This study highlights 

the deficiency of using a single fixed selection pressure based on task performance – by 

ignoring the objective, it¶s possible to explore deceptive domains associated with the task 

fitness.  

The evolution of the brain in particular, from smaller primitive brains to complex 

ones, inspired the development of ANN topological complexification in Neuroevolution of 

Augmented Topologies (NEAT) 19. ANNs evolve from minimal architecture and, in addition 

to adjusting the weights, mutations affect the topology of the network by adding new nodes 

and connections. Therefore, optimisation occurs simultaneously with complexification, 

mirroring how our brains evolved from primitive smaller ones, or how mature brains develop 

from limited-capacity infant brains 20. NEAT significantly outperforms neuroevolved ANNs 

of fixed topology in pole balancing, a standard benchmark learning task. In addition, the 

evolution of topology eliminates reliance on humans to choose the most appropriate topology 

prior to evolution.  

A major drive for complexification is antagonistic coevolution. Predator and prey, for 

instance, perpetually create new selection pressures for their counterparts. A famous example 



of this is the arms-race between bats and eared moths 21. The ability of bats to locate moths 

using sonar clicks drove the evolution of sonar detection in moths. This was followed by bats 

altering the intensity and frequency of their sonar click for stealth. Moths then evolved their 

own sonar clicks to µjam¶ the frequency of the bats. Such arms-races are never-ending, a 

phenomenon known as µthe Red Queen Principle¶ 22, and result in individuals constantly 

adapting to keep up to new innovations. The same phenomenon occurs with artificial 

systems, with more sophisticated behaviours evolving and more swiftly 23.  

A factor often overlooked in robotics which limits complexification is the evolution of 

morphology, i.e., there are a limited number of behaviours possible with a single fixed 

morphology. Behavioural adaptations often depend on physical adaptations. Simultaneous 

evolution of morphology and behaviour 24 opens up a vast possibility of phenotypes to be 

explored compared to using a single fixed morphology 25. One way to capture this feature in 

ANNs is by employing Compositional Pattern Producing Networks which enable the 

structure of an ANN to dynamically evolve and explore potentially useful topologies for a 

task at hand 26.  

 Complexification occurs not only with evolution but also due to learning within the 

lifetime of an individual. Humans and other animals learn most efficiently if they begin with 

simpler tasks and gradually expand their knowledge and skills 27. For example, musical 

students begin practice at grade one and slowly progress before attempting a grade eight 

piece. This is so necessary in producing complex cognition that it is effectively µbuilt in¶ to 

cognitive development: the initial cognitive limitations and slow development of some 

animals, particularly humans, is thought to be adaptive to facilitate incremental learning 

during early life, rather than just being an artefact of incomplete development 28. For 

example, infants are only able to focus on objects ~10 cm away, allowing them to learn from 

simpler sensory information without the complication of size inconsistency and distance. This 



form of gradual learning can be applied to AI too: two pure-learning ANNs which play Go 

against one another both begin at novice level and gradually become more skilled as they 

play, learning better strategies and faster than if they trained against master opponents to 

begin with. A major benefit of self-play is that it eliminates the need to obtain human game 

data across a range of skill levels or the need to spend time playing against humans in real-

time, which is slow and limited in scope.  

 It is likely that the combination of multiple kinds of complexification is necessary for 

open-ended evolution 29. For example, implementing just competitive coevolution alone can 

cause stagnation due the loss of the Red Queen gradient, where one species discovers a 

strategy so strong that it cannot be beat by an opponent. Whereas, when paired with 

topological complexification, the space of possible behaviours continually broadens, helping 

to establish an effective open-ended arm-races 30. Complexification is particularly effective 

using HyperNEAT because, as the problem is solved geometrically, the solutions are 

scalable. Gauci and Stanley found that HyperNEAT-evolved ANNs that first learn to play the 

board game Go on a 5 × 5 board could subsequently learn faster and discover better strategies 

when then faced with a larger 7 × 7 board 31.  

By starting small, task performance can be optimised in a simple fitness landscape, 

and then by gradually complexifying the AI, the solution enters larger search spaces in more 

promising domains than it would otherwise have starting there. Plus, these approaches 

eliminate reliance on manually designing progressively more complex training tasks, as is 

necessary in conventional µincremental evolution¶. 

  

Conclusion 

The prospect of building AGI depends upon our ability to create systems which can work in 

an autonomous, innovative, and open-ended way – much like biology. Here I have discussed 



how evolutionary techniques, provide an attractive solution to achieving these qualities, 

inspired by the origin of animal intelligence. Key biological concepts continue to inspire 

advances in AI, suggesting that the pursuit of AGI would benefit immensely from the active 

involvement of Biologists in the field. 
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Ryy v2�`b Q7 Ì�T2FǶb _Q#Qib
�GB72 kykR @ aim/2Mi 1bb�v *QKT2iBiBQM

6�#BQ >2M`B[m2 EBvQBiB /Qb a�MiQb h�M�F�

AM RNkR- i?2 1M;HBb? H�M;m�;2 r�b BMi`Q/m+2/ iQ i?2 rQ`/ Ǵ`Q#QiǴ 7Q` i?2 }`bi iBK2

r?2M *x2+? �mi?Q`- E�`2H Ì�T2F- `2H2�b2/ ?Bb i?2�i2` TH�v _XlX_X U_QbbmKQpB lMB@

p2`x�HMő _Q#QiBVX hQ/�v- Ryy v2�`b �7i2` Bi ?�b #22M Tm#HBb?2/- Bib BM~m2M+2b +�M biBHH #2

T2`+2Bp2/ BM b+B2M+2@}+iBQM HBi2`�im`2 �M/ BM i?2 pBbBQM Q7 i?2 7mim`2 `2;�`/BM; `Q#QibX

AM i?2 TH�v- `Q#Qib �`2 K�bb@T`Q/m+2/ iQ ?�M/H2 K�Mm�H H�#Q`X q?BH2 bQK2 Q`;�MB@

x�iBQMb };?i 7Q` i?2b2 �`iB}+B�H #2BM;bǶ `B;?ib- i?2 `Q#Qib i?2Kb2Hp2b /Q MQi b?Qr �Mv

+QKTH�BMib Q` r�Mib Q7 i?2B` QrM BM i?2 #2;BMMBM;X �b iBK2 T�bb2b- 7�+iQ`B2b bi�`i T`Q@

/m+BM; KQ`2 �/p�M+2/ `Q#Qib- �M/ i?2B` mb2 b?�T2b i?2 rQ`H/ 2+QMQKvc MQi #27Q`2 HQM;-

i?2v ?�M/H2 ?mK�MBivǶb 2p2`v M22/X

AM i?2 TH�vǶb }M�H �+ib- i?2b2 KQ`2 �/p�M+2/ `Q#Qib bi�`i [m2biBQMBM; r?v i?2v b?QmH/

b2`p2 ?mK�MFBM/ �M/- #2+�mb2 Q7 i?�i- i?2v #2;BM �M mT`BbBM;X �7i2` 2HBKBM�iBM; �HH #mi

QM2 ?mK�M �M/ i�FBM; +QMi`QH Q7 1�`i?- i?2 QMHv i?BM; i?2 `Q#Qib H�+F Bb i?2 �#BHBiv

iQ `2T`Q/m+2- � b2+`2i i?�i r�b HQbi /m`BM; i?2 2tiBM+iBQM Q7 ?mK�MBivX h?2 TH�v 2M/b

r?2M irQ Q7 i?2 `Q#Qib- r?2M 7�+2/ rBi? i?2 /2�i? Q7 2�+? Qi?2`- bi�`i iQ /2KQMbi`�i2

�z2+iBQM #2ir22M i?2Kb2Hp2b �M/ i?2 H�bi ?mK�M b�vb i?�i i?Bb K�v #2 i?2 b2+`2i 7Q`

`2T`Q/m+iBQM �M/ i?�i i?2v rQmH/ b2`p2 �b i?2 �/�K �M/ 1p2 Q7 i?Bb M2r +BpBHBx�iBQMX

h?Bb 2p2Mi H2�/b iQ i?2 `Q#Qib BM?2`BiBM; 1�`i? �b i?2 bm++2bbQ` Q7 ?mK�MBivX

R



Ai Bb BKTQ`i�Mi iQ MQi2 i?�i- +QMi`�`v iQ i?2 +m``2Mi +QM+2Ti Q7 i?2 rQ`/- i?2 `Q#Qib

BM i?2 TH�v �`2 H2bb Q7 � K2+?�MB+�H K�+?BM2 �M/ KQ`2 Q7 �M �`iB}+B�H #BQHQ;B+�H +`2�im`2X

6�+iQ`B2b 7Q` #QM2b- M2`p2b- �`i2`B2b- �M/ BMi2biBM2b �`2 /2b+`B#2/ BM i?2 biQ`v- �M/ i?2

T`Q+2bb Q7 �bb2K#Hv Bb +QKT�`2/ iQ i?2 QM2 Q7 �M �miQKQ#BH2X Ì�T2FǶb `Q#Qib �`2 HBpBM;

#BQHQ;B+�H #2BM;b- #mi i?2v �`2 biBHH �bb2K#H2/ BMbi2�/ Q7 ;`QrM Q` #Q`MX

q?BH2 i?Bb M�``�iBp2 r�b i?2 }`bi /Q+mK2Mi iQ BMi`Q/m+2 i?2 rQ`/ Ǵ`Q#QiǴ iQ Qm`

/B+iBQM�`v- Qi?2` �miQK�iQMb 2tBbi2/ BM i?2 HBi2`�im`2 7Q` +2Mim`B2bX AM :`22F Kvi?QH@

Q;v- >2T?�2bimb- :Q/ Q7 K2i�HHm`;v �M/ +`�7ibK�Mb?BT- +QMbi`m+i2/ � ;B�Mi K�M K�/2

Q7 #`QMx2 iQ /272M/ i?2 BbH�M/ FBM;/QK Q7 *`2i2X AM C2rBb? 7QHFHQ`2- i?2 :QH2K- �M

�Mi?`QTQKQ`T?B+ #2BM; K�/2 Q7 +H�v- +QmH/ rQ`F �b � b2`p�Mi Q` T`Qi2+iQ` Q7 Bib T2QTH2X

q?BH2 i?2`2 �`2 K�Mv /Bz2`2Mi p2`bBQMb Q7 i?2b2 i�H2b- i?2v #Qi? i2HH � biQ`v Q7 +QM@

bi`m+ib i?�i 7QHHQr ?mK�MbǶ UQ` :Q/ǶbV BMbi`m+iBQMb iQ +QKTH2i2 i?2 K�Mm�H i�bFb i?2v

r2`2 /2bB;M�i2/ iQ /QX

J�v#2- i?2 biQ`v i?�i i?Bb TH�v `2b2K#H2b i?2 KQbi Bb J�`v a?2HH2vǶb Ǵ6`�MF2Mbi2BMǴ-

i?2 MQp2H +QMbB/2`2/ #v K�Mv �b i?2 TBQM22` Q7 b+B2M+2@}+iBQMX q?BH2 _XlX_X �M/

6`�MF2Mbi2BM r2`2 r`Bii2M KQ`2 i?�M Ryy v2�`b �T�`i- #Qi? M�``�iBp2b i2HH i?2 biQ`v

Q7 ?mK�Mb i`vBM; iQ +`2�i2 �M �`iB}+B�H HB72 7Q`K �M/ i?2 ~�r2/ `2H�iBQMb?BT i?�i �`Bb2b

#2ir22M i?2 +`2�iQ` �M/ Bib +`2�iBQMX AM i?2 2M/- #Qi? +QM~B+ib 2M/ rBi? i?2 /2�i? Q7

i?2 +`2�iQ`b �M/ i?2 `2;`2i 7Q` i`vBM; iQ +`2�i2 HB72X

.2bTBi2 i?2 i?2K2b Q7 i?2b2 TQbbB#H2 BMbTB`�iBQMb- _XlX_X �+ib �b � +�miBQM�`v i�H2

7Q` i?2 #HBM/ b2�`+? 7Q` T`Q;`2bb- �M/ B7 vQm +QMbB/2` i?2 iBK2 Bi r�b r`Bii2M- Bi Bb MQi

/B{+mHi iQ mM/2`bi�M/ i?2 `2�bQMX qQ`H/ q�` A ?�p2 2M/2/ QMHv � 72r v2�`b T`BQ`-

�M/ Bib BKT�+ib r2`2 biBHH #2BM; 72HiX h?2 B/2� i?�i ?mK�MFBM/ rQmH/ QMHv #2M2}i 7`QK

i2+?MQHQ;B+�H T`Q;`2bb r�b ?2�pBHv +QMi`�bi2/ #v i?2 M2rHv /2p2HQT2/ K2+?�MB+�H �M/

#BQHQ;B+�H r2�TQMb mb2/ BM i?2 +QM~B+iX h?Bb TQbi@r�` bQ+B2iv K�v #2 QM2 Q7 i?2 `2�bQMb

7Q` i?2 �mi?Q`Ƕb bF2TiB+�H �iiBim/2 iQr�`/b i2+?MQHQ;B+�H T`Q;`2bbX

k



.m`BM; �M BMi2`pB2r iQ i?2 GQM/QM a�im`/�v _2pB2r- E�`2H Ì�T2F r`Qi2, ǴA rBb?2/

iQ r`Bi2 � +QK2/v- T�`iHv Q7 b+B2M+2- T�`iHv Q7 i`mi?X h?2 Q// BMp2MiQ`- J`X _QbbmK- Bb �

ivTB+�H `2T`2b2Mi�iBp2 Q7 i?2 b+B2MiB}+ K�i2`B�HBbK Q7 i?2 H�bi +2Mim`vX >Bb /2bB`2 iQ +`2�i2

�M �`iB}+B�H K�M ě BM i?2 +?2KB+�H �M/ #BQHQ;B+�H- MQi i?2 K2+?�MB+�H b2Mb2 ě Bb BMbTB`2/

#v � 7QQHBb? �M/ Q#biBM�i2 rBb? iQ T`Qp2 :Q/ mMM2+2bb�`v �M/ �#bm`/X uQmM; _QbbmK

Bb i?2 vQmM; b+B2MiBbi- mMi`Qm#H2/ #v K2i�T?vbB+�H B/2�bc b+B2MiB}+ 2tT2`BK2Mi iQ ?BK Bb

i?2 `Q�/ iQ BM/mbi`B�H T`Q/m+iBQMX >2 Bb MQi +QM+2`M2/ iQ T`Qp2 #mi iQ K�Mm7�+im`2XXX

h?Qb2 r?Q i?BMF iQ K�bi2` i?2 BM/mbi`v �`2 i?2Kb2Hp2b K�bi2`2/ #v Bic _Q#Qib Kmbi #2

T`Q/m+2/ �Hi?Qm;? i?2v �`2 � r�` BM/mbi`v- Q` `�i?2` "1*�la1 i?2v �`2 � r�` BM/mbi`vX

h?2 T`Q/m+i Q7 i?2 ?mK�M #`�BM ?�b 2b+�T2/ i?2 +QMi`QH Q7 ?mK�M ?�M/bX h?Bb Bb i?2

+QK2/v Q7 b+B2M+2XǴ

�MQi?2` i?2K2 /Bb+mbb2/ BM i?2 TH�v Bb i?2 bi�imb Q7 `Q#Qib BM ?mK�M bQ+B2ivX .m`BM;

i?2 M�``�iBp2- i?2 �`iB}+B�H ?mK�Mb �`2 Q7i2M `272`2M+2/ �b bH�p2b Q` b2`7b i?�i H�+F i?2

2bb2M+2 Q7 � ?mK�M #2BM;- � bQmHX h?Bb /2?mK�MBxBM; /2b+`BTiBQM Bb MQi iQQ /Bz2`2Mi

7`QK ?Qr bQK2 bH�p2@QrM2`b rQmH/ /2b+`B#2 i?2B` bH�p2bX Ai +QmH/ #2 �`;m2/ i?�i i?2

`Q#Qib mT`BbBM; BM i?2 TH�v r�b BM~m2M+2/ #v i?2 K�Mv `2pQHib Q7 bH�p2b �M/ b2`7b i?�i

+�M 7QmM/ BM ?BbiQ`vX Ai Bb MQi � +QBM+B/2M+2 i?�i i?2 M�K2 Ǵ`Q#QiǴ Bb #�b2/ QM � *x2+?

rQ`/ 7Q` Ǵ7Q`+2/ H�#Q`XǴ

h?Bb T�`�HH2H rBi? ?mK�M ?BbiQ`v +�M �HbQ #2 T2`+2Bp2/ BM QM2 Q7 i?2 T`QTQb2/ bQHmiBQMb

iQ /2�H rBi? i?2 i?`2�i Q7 `Q#Qib /m`BM; i?2 TH�vX q?2M i?2 +?�`�+i2`b i?Qm;?i i?2

`2pQHi ?�/ #22M bmTT`2bb2/- QM2 bQHmiBQM iQ �pQB/ 7mim`2 +QM~B+ib r�b iQ bi�`i T`Q/m+BM;

ǴM�iBQM�H `Q#QibǴX 1�+? `Q#Qi@T`Q/m+BM; 7�+iQ`v rQmH/ K�F2 `Q#Qib rBi? /Bp2`b2 +QHQ`b-

?�B`- �M/ H�M;m�;2bc i?2 `2�bQMBM; #2?BM/ i?Bb r�b i?�i i?2 `Q#Qib rQmH/ #2 bi`�M;2

iQ 2�+? Qi?2` �M/ rQmH/ MQi QMHv #2 mM�#H2 iQ +QQT2`�i2 #2ir22M i?2K #mi 2p2M ?�i2

i?2 /Bz2`2Mi `Q#QibX h?Bb bQHmiBQM r�b KQbi HBF2Hv BMbTB`2/ #v i?2 `2+m``2Mi +QM~B+ib

#2ir22M T2QTH2 Q7 /BbiBM+i `�+2b- +mHim`2b- Q` M�iBQMb i?`Qm;?Qmi ?BbiQ`vX

j



LQr- +?�M;BM; i?2 7Q+mb 7`QK i?2 BM~m2M+2b iQ E�`2H Ì�T2F r`BiBM; iQ i?2 BKT�+ib

Bi +�mb2/ QM i?2 K2/B�- Bib 2z2+ib �`2 2pB/2Mi mMiBH i?Bb /�v- Ryy v2�`b H�i2`X h?2 BM@

i`Q/m+iBQM Q7 i?2 rQ`/ Ǵ`Q#QiǴ iQ i?2 1M;HBb? /B+iBQM�`v Bb i?2 KQbi MQi�#H2X �Hi?Qm;?

i?2 Q`B;BM�H mb2 `272``2/ iQ i?2 K�bb@T`Q/m+2/ �`iB}+B�H #BQHQ;B+�H ?mK�MQB/b- i?2 *�K@

#`B/;2 .B+iBQM�`v /2}M2b Bi �b Ǵ� K�+?BM2 +QMi`QHH2/ #v � +QKTmi2` i?�i T2`7Q`Kb DQ#b

�miQK�iB+�HHvǴX h?Bb rQ`/ MQi QMHv 7mM+iBQMb �b � i2+?MB+�H i2`K- #mi Bib 2tT`2bbBp2M2bb

+�M BMbiB;�i2 i?2 BK�;BM�iBQM Q7 K�Mv T2QTH2X

�MQi?2` +QMi`B#miBQM Q7 i?Bb rQ`F r�b Bib BM~m2M+2 QM biQ`B2b i?�i `2pQHp2 �`QmM/

� `Q#Qi Q` �XAX i�FBM; Qp2`X �`;m�#Hv- i?Bb TH�v r�b i?2 }`bi iQ i�+FH2 i?2 B/2� Q7 �

?mK�M +`2�iBQM HQbBM; +QMi`QH �M/ Qp2`TQr2`BM; ?mK�MBiv QM � ;HQ#�H b+�H2X �Hi?Qm;?

i?2 i?2K2b Q` /2HBp2`v Q7 i?Bb +QM+2Ti K�v /Bz2`- K�Mv rQ`Fb bi�v i`m2 iQ i?Bb 7Q`KmH�

iQ i?Bb /�vX

AM +QMi`�bi- Ab��+ �bBKQp- QM2 Q7 i?2 KQbi +2H2#`�i2/ b+B2M+2@}+iBQM r`Bi2`b Q7 �HH iBK2-

r�b � }2`+2 +`BiB+ Q7 Ì�T2FǶb rQ`FX q?BH2 ?2 `2+Q;MBx2/ i?2 BKTQ`i�M+2 Q7 BMi`Q/m+BM;

i?2 rQ`/ Ǵ`Q#QiǴ iQ i?2 ;HQ#�H H2tB+QM- ?2 +QMbB/2`2/ i?2 TH�v i2``B#H2X "mi- �i i?2

b�K2 iBK2- Bi Bb TQbbB#H2 iQ �`;m2 i?�i _XlX_X ?�/ �i H2�bi bQK2 BM~m2M+2 QM ?BK r?2M

?2 +QBM2/ i?2 i2`K Ǵ6`�MF2Mbi2BM +QKTH2tǴ iQ /2b+`B#2 ?mK�MBivǶb 72�` Q7 K�+?BM2b

`2#2HHBM; �;�BMbi i?2B` +`2�iQ`b U�HQM;bB/2 i?2 2pB/2Mi BMbTB`�iBQM 7`QK J�`v a?2HH2vǶb

Ǵ6`�MF2Mbi2BMǴVX >Bb 7�KQmb H�rb Q7 `Q#QiB+b b2`p2/ �b � T`2p2MiBQM bvbi2K iQ �pQB/ �

7mim`2 HBF2 i?2 QM2 T`2b2Mi BM Ì�T2F TH�vb- r?2`2 ?mK�MǶb +`2�iBQMb `2pQHi �;�BMbi i?2B`

K�bi2`b- 7`QK ?�TT2MBM;X

LQr�/�vb- i?Bb Ǵ6`�MF2Mbi2BM +QKTH2tǴ Bb biBHH p2`v T`2b2Mi BM bQ+B2ivX 6`QK #B; #Qt

Q{+2 KQpB2b HBF2 J�`p2HǶb Ǵ�p2M;2`b, �;2 Q7 lHi`QMǴ iQ TQTmH�` ;�K2b HBF2 o�Hp2Ƕb

ǴSQ`i�HǴ- /Bz2`2Mi K2/B� �TT`Q�+?2/ i?2 B/2� Q7 � `Q#Qi #2+QKBM; b2H7@+QMb+BQmb �M/

`2pQHiBM; �;�BMbi ?mK�MbX _2+2Mi /2p2HQTK2Mib BM �XAX i2+?MQHQ;v �`2 �HbQ � bQm`+2 Q

rQ``v 7Q` K�Mv T2QTH2X 1p2M 7�KQmb b+B2MiBbib HBF2 ai2T?2M >�rFBM; ?�p2 pQB+2/ i?2B`
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+QM+2`Mb �#Qmi i?2 �/p�M+2K2Mi Q7 i?Bb ivT2 Q7 i2+?MQHQ;vX

1p2M i?Qm;? Ryy v2�`b ?�p2 T�bb2/ bBM+2 _XlX_X Tm#HB+�iBQMb- i?2 `2�bQMb 7Q` bF2T@

iB+BbK iQr�`/b i?2b2 �/p�M+2K2Mib �`2 �`;m�#Hv i?2 b�K2X h?2v �`2 Q7i2M #�b2/ QM

?mK�M ?BbiQ`v �M/ i?2 MmK2`Qmb +QM~B+ib �M/ BM+B/2Mib T`2b2Mi BM BiX �Hi?Qm;? i?Bb Bb

� p�HB/ TQBMi Q7 pB2r- H2�`MBM; 7`QK i?2 T�bi r?2M TH�MMBM; 7Q` i?2 7mim`2 Bb � +?�`�+@

i2`BbiB+ Q7 ?mK�MBiv- i?2`2 Bb MQ 7QmM/�iBQM iQ �{`K i?�i � bm{+B2MiHv �/p�M+2/ �XAX

rQmH/ �+i BM �M �Mi�;QMBbi K�MM2` �M/ QTTQb2 ?mK�M #2BM;bX

h?BMFBM; i?�i B7 �M �XAX F22Tb 2pQHpBM;- Bi rQmH/ BM2pBi�#Hv bi�`i �+iBM; HBF2 ?mK�Mb-

bQmM/b �``Q;�Mi #2+�mb2 Bi TQb2b ?mK�MBiv �b i?2 }M�H Q` M2+2bb�`v bi2T BM 2pQHmiBQMX

q?BH2 +QKT2iBiBp2M2bb �M/ �;;`2bbBQM �`2 +QKKQMHv i?Qm;?i Q7 �b `2[mB`2/ 7Q` bm`pBp�H

7`QK �M 2pQHmiBQM�`v T2`bT2+iBp2- i?2`2 �`2 �HbQ K�Mv 2t�KTH2b BM M�im`2 r?2`2 +QQT2`@

�iBQM rB2H/b KQ`2 7`mBi7mH `2bmHibX Ai Bb MQi 2p2M �bbm`2/ i?�i B7 �M �XAX #2+�K2 b2H7@�r�`2-

Bib ;Q�Hb rQmH/ +QM~B+i rBi? ?mK�MbX

P7 +Qm`b2- i?Bb Bb MQi iQ b�v i?�i T`2+�miBQMb b?QmH/ MQi #2 i�F2MX q?BH2 BKT`�+iB+�H-

�bBKQpǶb H�rb Q7 `Q#QiB+b �`2 �M 2t�KTH2 Q7 ?Qr i?2b2 K2�bm`2b �`2 #2BM; +QMbB/2`2/

HQM; #27Q`2 �XAX #2+�K2 � TQTmH�` bm#D2+i BM b+B2M+2X A7 � TQi2MiB�H `BbF ?�b iQ #2 TQBMi2/-

/2HB#2`�i2 Ǵ#�/ �+iQ`bǴ mbBM; i?2 i2+?MQHQ;v Bb- �M/ �Hr�vb ?�b #22M- � +QM+2`MX "mi

i?2 `BbF Q7 KBbmb2 Bb Km+? �b � T`Q#H2K 7Q` �XAX �b �Mv Qi?2` �/p�M+2K2MiX

hQ +QM+Hm/2- r?BH2 E�`2H Ì�T2FǶb Ǵ_QbbmKQpB lMBp2`x�HMő _Q#QiBǴ K�v MQi +m``2MiHv

#2 i?2 KQbi r2HH@FMQrM b+B2M+2 }+iBQM biQ`v- Bib BM~m2M+2b T2`bBbiX Ai MQi Dmbi BMi`Q/m+2/

i?2 rQ`/ Ǵ`Q#QiǴ- #mi K�Mv Q7 Bib i?2K2b �`2 `2H2p�Mi iQ i?Bb /�vX q?BH2 i?2 TQbbB#BHBiv

Q7 `Q#Qib i�FBM; Qp2` i?2 rQ`H/ Bb biBHH mT iQ /2#�i2- Bi Bb BKTQ`i�Mi iQ `2K2K#2` i?�i

_XlX_X r�b i?2 }`bi M�``�iBp2 Q7 i?Bb ivT2 �M/ H�B/ i?2 7QmM/�iBQM 7Q` i?Bb /Bb+mbbBQM

MQi QMHv BM HBi2`�im`2 #mi �HbQ BM b+B2M+2X
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On why seeking Artificial Life 
An essay by Roberto Gallotta 

The field of Artificial Life is populated by many different scenarios and environments, spanning from 

swarm robotics (Hard ALife) to chemistry simulations (Wet ALife). This is caused mainly by the fact 

that the entire field is evolving, just as the subject of its study evolves. While all these scenarios have 

interesting properties and applications, in this essay we will reason about one of the more appealing 

facets of Artificial Life: the evolution of digital creatures in a simulated environment (Soft ALife). 

Inspired by biology, these creatures are part of a population and evolve into different species, each 

characterized by different behaviors when presented the same stimuli, while performing a given task 

that determines their fitness. One important aspect of such evolution is its desired open-endedness: 

the creatures should be able to evolve and show an ever-complexifying behavior, just like real life 

evolved creatures have shown to do in the course of history. This behavior however is closely related 

to the programmer-defined task. In general, we can say that the “life´ component of this simulated 

environments is the task itself. 

There is a problem here: the task that we would like to solve has to be reflected in the environment 

we are able to produce, but the environment cannot always faithfully reflect the task in its entirety or 

in its full complexity. This is an obvious compromise between what we would like the creatures to 

do and the limitations of the hardware these simulated environments run on. For example, while it 

could be possible that a creature may learn to walk with a specific gait in an incredibly rich 

environment where it could interact with other creatures, it would be superfluous: a simple plane with 

no inter-individual interactions would work just fine for the task, though it clearly lacks the 

requirements for open-endedness. This compromise also forces the programmer to introduce a bias 

in the environment. Thus, it is safe to assume that the environment design is as important as the 

algorithm that governs the evolution, if not more. While evolutionary algorithms may present 

problems due to their complexity or errors the programmer did not or could not foresee, errors in the 

environment lead to much more disastrous outcomes. A species may never evolve to a possible fitness 



level or it may not be able to exploit emergent behavior, but we would still be able to gain insight to 

its evolution and we would be assured that such insights are derived from an environment that reacts 

to and interacts with the individuals as expected. On the other hand, if the environment is not carefully 

crafted it could be exploited, effectively nullifying any effort to gain valuable insight from the 

population¶s evolved behavior. As an example, we could think of the aforementioned learning with a 

specific gait task. An improper evolutionary algorithm may preclude some walking patterns from 

emerging or from being kept down the individuals¶ lineage. Instead, an error in the environment such 

as a non-accurate physics simulation engine could be exploited, and the highest-fitness walking gait 

may turn out to be to exploit such physic glitches. This is not an as uncommon phenomenon as one 

may hope. The presented example is obviously an exaggeration of what could be a possible problem 

in an environment and, while in this example it would be quite easy to spot such error and fix it, in 

other cases similar errors may be very minute or non-trivial to spot. However, these would still affect 

the evolutionary process in such a way that the resulting population¶s behaviors reflect this error and 

render observation incorrect at best and misleading at worst. Accepting the importance of a proper 

environment, we can now assume that extreme care is taken in developing the best environment for 

the task. 

Now that we assume that the environment is always the best for the task, we can turn our attention to 

the evolving individuals. We particularly look at their possible designs and limitations in such 

designs. Just as for the environments, the individuals¶ design complexity is limited not only by the 

designer¶s choices, but mainly by the computational constraints. The designer¶s choices are an 

obvious reflection of the task requirements, whereas the computational constraints are but a 

temporary hurdle that could be overcome as technology progresses in both power and availability. 

Both limitations, however, directly influence the observable behavior of the evolved individuals. It is 

not farfetched to assume that a designer consciously modifies their original designs during 

development due to the computational constraints. While it would be appealing to say then that those 

computational hurdles are already integrated in the designer¶s bias of their product, this is not always 



the case. It is in fact entirely possible that an individual¶s design for a specific task could work in a 

feasible amount of time now rather than 30 years ago. For example, an individual whose behavior is 

controlled by an evolvable artificial neural network would not have been implemented 30 years ago 

because such design was simply not as efficient as it is now, so running a large number of generations 

would have been unimaginable and, thusly, no study on the emergent behavior could have been 

conducted. This phenomenon is widespread in the machine learning community as the “hardware 

lottery´, where one solution to a problem can be found in practice thanks to the current level of 

technology and available computation power and a different solution instead is less performing 

because the current hardware does not support it as well as the other. However, while in the machine 

learning field this just means that we must come up with different architectures that may just perform 

sub optimally, in the artificial life field this means that a different design must be implemented, and 

we have no assurance that we are not precluding any interesting behavior from emerging at any point 

of the evolution. If our interest is the study of emergent behavior, then this problem is incredibly 

concerning. This point, at least currently, is mainly theoretical as current computational power is on 

par with common tasks requirements. If instead one encounters such a problem where their 

technology cannot handle their design, it probably would be best to tune different parameters first, 

such as the size of a population or other algorithm-specific parameters. It is then important to 

distinguish between the types of possible individual designs. These can be divided in two main 

groups: the first has a fixed structure and the evolution process simply controls the parameters within 

it (think of a neural network where the architecture is fixed but not the weights and biases), the other 

provides a set of base building blocks and the evolution process controls how many of these blocks 

are there, their connections and their internal parameters (think of the networks evolved with 

algorithms similar to NEAT). Although apparently different, both possible designs produce behaviors 

that reflect the designer¶s bias. In the first case this is more apparent, as the structure is handcrafted 

and implemented a priori by the designer and any alteration to this structure results in different output 

behaviors. The designer¶s influence in the second case is slightly more subtle: one may think that 



since the evolution process governs the structure overall design as well as its parameters, then the 

designer¶s bias is washed away and any emergent behavior is a direct result of the environment and 

the algorithm that guides the evolution process. This is not the case: while on a larger scale the 

architecture is constantly modified and mutated, its base blocks are not and changing these base 

blocks would change the output behavior of the entire structure. One could argue that changing the 

base blocks does not necessarily mean that some solutions may never be discovered, but the reality 

is that we simply do not know a priori if that would be true or not. The same solution may be found 

with a more complex structure that takes much longer time and resources to evaluate. It would be 

interesting to experiment changing these base blocks in a domain and see what, if any, behaviors do 

not appear anymore during the evolution. However, both approaches to designing the individuals¶ 

architectures are viable and, depending on the task, one may work better than the other. The second 

approach, however, is probably the more interesting for the artificial life researcher as it more closely 

resembles biological evolution. 

We have given motivations for carefully designing the environment and the individuals that will 

evolve in such environment, so we can now pay closer attention to what could be the reason to do 

research in the artificial life field. We first can see artificial life for the sake of artificial life: this is 

when the goal of our simulations is to be able to run these simulations. This is the case for games that 

give the user the options to control the evolution and then show the results as time goes on. A more 

interesting aspect is instead that of determining how certain behaviors appear in communities of 

individuals. This can be extremely useful for validating hypothesis on real life evolution of biological 

creatures. While the overarching goal of artificial life exploration is to implement biological evolution 

more and more accurately to solve tasks, it is also important to realize that such implementation may 

never be perfect. This can be cause by a multitude of reasons, but the more prominent one is, as 

explained in this essay in the previous sections, that computer cannot currently compete with nature¶s 

complexity. However, this is not a reason to be discouraged in seeking artificial life: any advancement 



in this field is important since it allows us to better understand how we evolved to become what we 

are now and how we are evolving to become what we will be.  
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DR Whe RRbRWV Rf Whe FXWXUe Qeed 

AUWificial ImagiQaWiRQ? 

By Michael Vogrin 

 

The iQWUigXiQg TXeVWiRQ ³DR URbRWV dUeam Rf elecWUic VheeS´i served not only as a book title 

fRU PhiliS K. Dick, bXW alVR fXUWheU RSeQed XS Whe diVcXVViRQ Rf ZhaW SRVVible ³meQWal 

SURceVVeV´ URbRWV cRXld be caSable Rf. FURm VcieQce ficWiRQ QRYelV WR mRYieV aQd YideR gameV 

we find interesting explorations of this question. An elegant answer to this is hidden as a 

WhURZaZa\ liQe iQ Whe YideR game ³BRUdeUlaQdV 2´ii, where a voice talking to robots roughly 

says: ³Each URbRW ZhR killV a mRQVWeU, geWV UeZaUded b\ geWWiQg imSlemeQWed Whe caSaciW\ WR 

be proud to have killed a mRQVWeU.´. ThiV ma\ lead XV WR belieYe WhaW URbRWV caQ dR eYeU\WhiQg 

that we implement. The question of this essay is: Could we, or should we, implement artificial 

imagination into future robots? I want to argue two points. First, it is theoretically possible to 

implement something into robots that resembles human imagination. Second, this capacity for 

artificial imagination is neither necessary nor especially useful for robots.  

Imagination is a special way of thinking. So, one might ask: Why should one think in the 

first place? Alfred North Whitehead gives a concise answer: 

³The pXrpoVe of Whinking iV Wo leW Whe ideaV die inVWead of XV d\ing.´iii 

IQ WhiV TXRWe, WhiWehead XVeV ³XV´ WR UefeU WR hXmaQV, bXW Whe idea e[SUeVVed iQ hiV 

statement can be extended to other living beings, and - as I would like to argue in this essay - 

to robots as well. So how does thinking let ideas die, instead of us?  

Imagine standing on a street, with the intention to cross the road. While doing so, it is 

preferable to not get hit by passing cars. To solve this problem, one might rely on technology 



like traffic lights, that - in conjunction with social rules - make crossing the road relatively safe. 

Another way is to simulate the situation, to think it through, to let it happen in your mind's eye 

- to imagine. If you can imagine yourself safely crossing the street without having to assume 

unusual behavior of ongoing traffic (e.g., everyone perfectly stopping just for you, or cars flying 

high above you to avoid a collision), you can indeed cross the street. But what if, you see 

yourself getting hit by a car in your imagination? Then you would refrain from crossing the 

street, and remembering Whitehead, you let the idea die, instead of yourself. Please note, that 

this may not be how we usually cross the street, because we automated this process. 

Nevertheless, we can use our imagination in this way. Could a robot do the same? 

Imagine a robot on the road. Its task is to cross the road without getting hit by a car. Surely, 

it would gather information using its sensors such as sounds and positions of nearby objects. 

Usually, a robot would have a set of rules that enable it to react to information gathered by 

sensors. In the road-crossing scenario, it would be sensible to estimate how long it would take 

to cross the road. In the next step, the robot would need to check if there are cars approaching. 

FRU WhiV, iW cRXld ³lRRk´ lefW aQd UighW WR Vee if WheUe aUe caUV iQ VeQVRU UaQge aQd eVWimaWe WheiU 

speed. Having this data, it is possible to calculate if the time needed to cross the street is shorter 

than the time it would take the car to cross the path that the robot plans to take. Suppose a car 

is approaching at such a velocity, that it would hit the robot and destroy it. Thus, the robot 

correctly decides not to move. Now, did the robot imagine itself getting hit by a car while trying 

to cross the street?  

I would argue that it did not imagine itself crossing the street, at least not in the way a 

human would. The robot produces some numerical values and reaches a conclusion, but at no 

point imagines what would happen in the case of a collision. It does not consider if the driver 

of the car would brake to avoid a collision. Neither does it take into consideration the possible 

screeching of tires or shocked gasps produced by pedestrians. In contrast, this is exactly what 

we humans would do. Clearly, one could argue that the robot did in fact produce an imagination, 



just a less vivid one, or maybe one that is not visual. As humans primarily orient themselves 

using vision (note the large size of the visual cortex) and robots may often be more 

mathematical creatures, it seems natural to assume that calculations make up a robot¶s mind. 

However, I think that only humans imagine, and robots merely conclude. In that, I see one of 

the main differences between how humans work in comparison to how future robots that 

possess the capacity for imagination will work: Humans imagine, in order to conclude, while 

robots conclude, in order to imagine.  

Imagination is something that is indeed very human: we do it constantly and automatically. 

SRme fRUmV Rf imagiQaWiRQ aUe eYeQ iQYRlXQWaU\ aQd haYe beeQ deVcUibed aV ³chaWWeU iQ Whe 

VkXll´iv or keep us awake in the form of ruminatingv. However, it is also tremendously useful, 

as it lets us live through potential scenarios so that we are more prepared for them when we 

must confront them in reality. This is one reason for dreaming, as it allows us to tap into 

necessary but possibly overwhelming chaos in the comfort of our own brain. It is a problem-

solving method. Our imagination simulates scenarios, and we then conclude what outcomes are 

plausible, and which are not. We use what we imagine as a proxy for the future and extract the 

information we need from it. 

So why would the imagination of a robot be any different? Because the information that we 

humans extract from what we imagine, is exactly the information the robot would need to 

construct its imagination. To build an imagination, a robot would need to first analyze the 

situation to a large extent. This gets clear when we go back to our example. The robot that tries 

WR cURVV Whe VWUeeW mighW ³Vee´ (UaWheU: deWecW) WhaW a Ued caU iV cRmiQg fURm Whe UighW. EVWimaWiQg 

(rather: calculating) the speed, and judging (rather: measuring) the distance it needs to travel to 

cross the street, the robot concludes that it would collide with the red car. Could it solve the 

problem by using imagination? Could it imagine, rather than calculating and measuring 

everything, that a collision is probable? It could, but it would have to use exactly the same 

information that is detected, measured, and calculated, in order to build the imagination. This 



gets clear if we conceive of a robot that uses all this information, and then simulates the situation 

in a way that includes a visual representation of it. With just a snapshot of reality, it could 

simulate the road crossing scenario, and even show it to us via a screen, not unsimilar to a video 

game or an animated movie. But, and this is the important part, the robot would have nothing 

to gain from it. It makes no sense for it to look at the screen, which is equivalent to consulting 

iWV imagiQaWiRQ, aQd WheQ cRQclXde: ³Oh, I ZRXld geW hiW, if I cURVV Whe VWUeeW QRZ.´, becaXVe iW 

already knows that - otherwise it would not have been able to produce the simulation. 

Of course, it is possible to construct an unconventional robot that uses sensor information 

and then constructs possible scenarios following certain laws. It would build a visual model of 

the world, and within the model, there could be things like collision detection, which then are 

used as a proxy for what would happen in the real world. But why should we construct robots 

that follow this detour using a visual model, instead of just making the calculations they need 

to build the model directly?  

After all, I conclude that it would be entirely possible to construct robots that have artificial 

imagination, but that it is not of any real use to them. The artificial imagination could be like 

human imagination in many ways: it may be built on certain laws that are acquired, it could 

draw from memory, it could be informed on environmental data, even be based on one's own 

preferences and influenced by individual biases. However, robots would not gain much from 

their imagination, as they - at least in principle - could have access to all the data and operations 

they use to build the imagination directly. Humans, however, function the other way round: 

they imagine things to extract information out of their imagination. I am aware that it might 

look like we, just like the robots, need a lot of information so we can build a realistic 

imagination. However, much of the information that we use in this process is not conscious, not 

readily available to us. This is the spectacular property of the human mind: Out of the mist that 

is conscious and unconscious information stored in our brain, we can condense ideas and put 

them into concrete action. This becomes strikingly clear when we think about problems, and - 



without gathering new information - come to an answer, only by thinking. For many problems, 

imagination is the tool, as it lets us see with our minds eye. The construction of the image in 

front of our minds eye is called the imagination. It is noteworthy that the process of imagination 

does not need explicit consideration of natural laws, of the speed of ongoing traffic, or possible 

behaviors of others. On the contrary: we just imagine. We cannot really explain how we 

imagine, because the process is implicit, and so is the information that we weave into it. We 

just do it. However, clear results, concrete answers, such as to the question whether we can 

safely cross the street, then come into our consciousness. Ultimately, this is hinting at the 

astounding fact that imagination really is just a form of introspection - but one can imagine this 

being the topic of another essay. 

 

 

 

 

 

 

 

 

 

 

 

 
Endnotes: 
ihttps://en.wikipedia.org/wiki/Do_Androids_Dream_of_Electric_Sheep%3F#:~:text=Do%20Androids%20Drea
m%20of%20Electric%20Sheep%3F%20(retitled%20Blade%20Runner%3A,Dick%2C%20first%20published%2
0in%201968. 
ii https://borderlands.fandom.com/wiki/Borderlands_2 
iii https://www.goodreads.com/quotes/10092515-the-purpose-of-thinking-is-to-let-the-ideas-die 
iv Tao: The Watercourse Way, Alan Watts (1975) 
v https://journals.sagepub.com/doi/full/10.1111/j.1745-6924.2008.00088.x?casa_token=bA-
8pUbDAFYAAAAA%3AZVnl58Kkrk81vyEPLUMutMax60N-_-aUgps0yQM-
zFgRIvs1fJClQGGuvqlY4qJGTRi3Gomr4z0WgQ 
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Modern PrometheXs: Can Robots eYer be considered
LiYing?

Aakriti Hariprakash

The fields of AI, ALife and robotics haYe been entangled since the\ Zere birthed; and to date

the\ continXoXsl\ feed off each other to thriYe. This arena is on the cXsp of reYolXtion, indicated

b\ the groZing capacit\ of compXting poZer eYer\ da\, the recent breakthroXghs in genomic

data technolog\, and the eYer groZing Xnderstanding of fXndamental biological mechanisms at a

scale preYioXsl\ XnknoZn. The real Zorld clinical applications of s\nthetic biolog\ research

haYe the potential to dramaticall\ alter the cXrrent model of healthcare and shift it to a more

preYention based model. AI and robotics are being applied in almost eYer\ indXstr\- from

e-commerce to transportation to healthcare as Zell, and Zith the stead\ normali]ation of AI has

come a host of pXblic concerns.

As Zith eYer\ innoYation and discoYer\ threatening to change the statXs qXo, people tend to look

Xpon sXch change Zith fear and sXspicion - often at the cost of scientific adYancement. The

common legal, ethical and social issXes shared b\ the fields of AI, ALife, and robotics inclXde

the potential of technolog\ misXse, the protection and priYac\ of data (personal as Zell as

genomic) and the general apprehension at the idea of being sXperseded b\ technolog\ in terms of

intelligence, conscioXsness and longeYit\. This discomfort has been fXrthered b\ fiction and

ignorance alike - concerns oYer Xnemplo\ment dXe to aXtomation can qXickl\ spiral into fears of

a Zorld being taken oYer b\ robots, as in the pla\ Rossum¶s Universal Robots. ThXs, eYen the



basic philosophical distinctions betZeen liYing and non liYing are not onl\ reassXring

clarifications, bXt form the foXndation that ALife and its sister fields rest on. In this essa\ the

argXment presented is that in this intersection of ALife and robotics, robots cannot and shoXld

not be considered as liYing.

First, the cXrrentl\ accepted definitions of life and artificial life need to be made clear. While the

e[act definition of life remains open-ended, a reYieZ of 123 tabXlated definitions of life sXggests

that the most comprehensiYe definition is also the simplest- ³life is self reprodXction Zith

Yariations´. From this one can infer that an\ ph\sical entit\ possessing these tZo properties

fXlfills the most basic tenets to be considered liYing. Charles Langton, the foXnder of artificial

life, first defined the field to be ³the stXd\ of life made b\ man rather than b\ natXre´. HoZeYer,

this seems to impl\ that an\ man-made entit\ cannot be considered liYing simpl\ becaXse it does

not arise from natXre. Langton then reZorked the definition of artificial life to remoYe this

constraint, so the neZ definition became - ³the stXd\ of natXral life, Zhere µnatXre¶ is Xnderstood

to inclXde, rather than e[clXde, hXman beings and their artifacts´. The reasoning behind this neZ

definition Zas that man is a prodXct of natXre, so indirectl\ all prodXcts of man are prodXcts of

natXre as Zell. This logic is clearl\ ridden Zith inconsistencies. BXt the pXrpose behind this

redefinition Zas to ensXre that artificial simXlations haYe the potential to be ³aliYe´ and are not

labelled as non liYing merel\ on the basis of Zho the creator is. Before refXting this, another

definition that shoXld be made clear is Zhat constitXtes a robot. The Robot InstitXte of America

defines a robot as "a reprogrammable, mXltifXnctional manipXlator designed to moYe material,

parts, tools, or speciali]ed deYices throXgh YarioXs programmed motions for the performance of

a Yariet\ of tasks´.



To effectiYel\ proYe that a robot can neYer be considered aliYe, one can proYe that eYen a robot

that fXlfills all the aboYe definitions cannot enter the realm of the liYing. Consider sXch a robot

R, satisf\ing all the aboYe criteria. R is a) programmed b\ a hXman b) performs processes

contribXting to its self sXstenance c) is capable of self - reprodXction and d) eYolYes oYer time.

Upon e[amining these conditions more closel\, this assXmption of a ³liYing robot´ looms closer

to realit\ than one might think. Condition a) is alZa\s satisfied; robots assembled b\ other robots

simpl\ serYe to satisf\ condition c) ZithoXt Yiolating a). Technolog\ is continXoXsl\ making

strides and the field of robotics is foreYer adYancing in an attempt to fXlfill conditions b) and c) -

self healing, self repair, self assembl\ and self replication are problems that are being tackled b\

comple[it\ engineering. Lastl\, on condition d), self-replicating robots Zith the programming to

be slightl\ improYed Zith eYer\ iteration are being deYeloped. Also, the coXrse of deYelopment

of robotics can perhaps be appro[imated to eYolXtion. The progress in intelligence, sensor\ and

motor skills in robots has led to YarioXs speciali]ed fXnctions. This occXrred dXe to a gradXal

increase in sophistication in mechanics, electronic sensors, and compXtation. HXmans selecting

featXres and technolog\ for the pXrpose of bXilding better, more comple[ robots can be thoXght

of as a parallel to the operation of natXral selection in eYolXtion. R noZ meets the highest criteria

to noZ be considered a ³liYing robot´.

On the qXestion of the creator- is the fact that man arose from natXre enoXgh to impl\ that man

made artifacts are also indirectl\ of natXre? First, inadYertentl\ assXming all man made artifacts

to be ³natXral´ as in Langton¶s redefinition is fXndamentall\ flaZed. Man made prodXcts

throXghoXt histor\ haYe been designed Zith the intents of lX[Xr\, simplicit\, profits, and political

gain- all of Zhich are e[tensions of hXman desire rather than need. Weapons of mass destrXction,



cigarettes, plastic, machines needing fossil fXels are a feZ artificial  inYentions that actiYel\

caXse harm to liYes and the enYironment ZithoXt conferring eYolXtionar\ or biological benefits

Xpon an\ organism. Second, in natXre, eYer\ organism and abiotic resoXrce has a specific role to

pla\, and interactions betZeen the tZo rel\ entirel\ Xpon need and sXrYiYal rather than hXman

desire. The prioriti]ation of hXman goals sXch as profit, lX[Xr\, or eYen to fXlfill cXriosit\ oYer

sXrYiYal is an inherent propert\ of hXman creations, bXt natXre alZa\s prioriti]es sXrYiYal. If

arising from natXre is indeed a prereqXisite for the liYing, then hXman artifacts definitiYel\ fail to

meet this.

EYen the s\stems prodXcing these creations are based on artificial ideals that ma\ contradict the

natXral notions of sXrYiYal. Unlike fair competition that determines sXrYiYal in natXral

ecos\stems, resoXrce allocation and Xse depends not on biological fitness or chance bXt instead

depends on socio-economic adYantages. This is eYidenced in the fact that seYeral coXntries Zith

access to natXral resoXrces lack the technolog\ to fXll\ make Xse of them, becaXse of a histor\ of

political tXrmoil, Zars, colonialism, or poYert\. EYen Zithin the entirel\ hXman constrXct of

states, historical marginali]ation and disenfranchisement of certain commXnities leads to

resoXrce ineqXit\. The laZs goYerning eYolXtionar\ sXccess and sXrYiYal  clearl\ do not operate

Zithin the ciYili]ations bXilt b\ hXmans. HXman creations and the s\stems that s\nthesi]e them

are decidedl\ XnnatXral. ThXs, hXman creations are not XnnatXral becaXse of Zho the creator is,

bXt rather are XnnatXral becaXse of the pXrpose Zith Zhich the\ are created.

Another argXment Zh\ robots can neYer be considered liYing is related to this fXndamental

difference in natXral ecos\stems and hXman s\stems. The criteria set aboYe defining life do not



consider that life does not e[ist oXtside the conte[t of its enYironment. The e[change and floZ of

both nXtrients and energ\ in a series of abiotic-biotic and eYen biotic-biotic interactions is a c\cle

that robots can neYer participate in. AlthoXgh research into robotic ecos\stems as Zell as

integration of geneticall\ modified organisms into e[isting ecos\stems is being condXcted, the

e[isting relationship betZeen man and enYironment is a sign that this integration is highl\

Xnlikel\. Global Zarming, habitat destrXction, species endangerment, and seYere pollXtion are a

feZ of the enYironmental emergencies broXght aboXt not onl\ b\ man bXt also b\ man¶s

creations. Robots are alread\ emplo\ed b\ indXstries haYing disrXptiYe effects on ecos\stems,

considering Zaste generation alone. While the Xtilit\ of robots can in no Za\ be denied - robots

haYe aXtomated cXmbersome tasks sXch as Zelding, materials handling, painting, assembl\ in

crXcial sectors like manXfactXring, healthcare, defense - the amoXnt of Zaste and pollXtion

generated b\ all these indXstries is eYer-increasing. T\picall\, robotic components are composed

of steel, alXminiXm, rXbber, ceramics and plastics- Zhose prodXction alone generates to[ic

b\-prodXcts in the forms of slag, residXes, and gaseoXs emissions. Components like batteries

Zhich cannot be rec\cled are disposed of in landfills. It is clear that eYen the creation and

disposal of robots themselYes is not a sXstainable c\cle that can cXrrentl\ be integrated in an\

ecos\stem.

Considering the idea of robotic eYolXtion, the resoXrce ineqXit\ at the hXman leYel affects robotic

deYelopment in different parts of the Zorld as Zell. FXrther, hXman bias operates in the selection

of robot characteristics - these are chosen on the basis of hoZ Zell the robot can fXnction for

hXman pXrpose alone. The Yer\ programming of robots is sXbject to this bias. Certain robots or

certain featXres are not being chosen on the basis of sXrYiYal, Zhich is a ke\ epithet in the



principle of natXral selection. All in all, R is Xnlikel\ to occXp\ a specific niche Zithin e[isting

ecos\stems, participate in enYironmental interactions, or eYolYe. For these reasons, R cannot be

considered liYing despite apparentl\ fXlfilling the reqXired criteria.

Finall\, giYen the choice as hXmans, cXrrentl\ the most intelligent species, shoXld R eYer be

conferred the statXs of an organism? The matter of R being liYing or nonliYing is a debate that

alZa\s has Yaried and continXoXsl\ eYolYing perspectiYes, bXt the choice belongs to the creators

of R. To better Xnderstand the impacts of this qXestion, another mXst be raised: does hXman

treatment of entities change based on their statXs of liYing or nonliYing? The ansZer to this  is

that hXmans seem to jXdge eYer\ other organism on the basis of conscioXsness, and this is

reflected in the hXman treatment of said organism. A single-celled organism is aliYe, bXt

manipXlating its entire genome does not incite as mXch controYers\ as the mere insertion of a

small stretch of foreign DNA into an animal. The Kingdoms Monera, Protista and Plantae are

perceiYed to be aliYe bXt ZithoXt conscioXsness or self-aZareness, and hXmans consXme plants

and fXngi ZithoXt facing moral qXandaries. CXltXring bacteria in labs and selectiYel\ testing

antibiotics on YarioXs plates is not akin to s\stematic genocide. When it comes to Kingdom

Animalia, hXman treatment of animals onl\ groZs in respect from Ph\lXm Porifera to Chordata,

particXlarl\ SXbph\lXm Vertebrata. ConsXming meat is actiYel\ discoXraged in man\

commXnities all oYer the Zorld and a soXrce of controYers\ in man\ others, dXe to enYironmental

and animal rights concerns. This seeming h\pocris\ can possibl\ be e[plained b\ hXmans

perceiYing animals to be slightl\ conscioXs and Zith feelings, Xnlike bacteria, fXngi, and plants.

Pack bonding Zith other mammals like cats and dogs indicates as mXch. HXman respect of life is

based less on the rational, philosophical or theological, bXt rather is based on a tZisted sort of



intXition- one that is prone to manipXlation. This is noteZorth\ in the decision to bestoZ Xpon

an\ s\nthetic entit\ the statXs of the liYing.

The adYance of artificial intelligence in tandem Zith robotics likel\ means that in the coXrse of

deYeloping R, hXman-like leYels of intelligence and conscioXsness Zill haYe been achieYed. So

carelessl\ alloZing robots like R to be inclXded in the realm of the liYing sets a problematic

precedent. To acknoZledge R as both liYing and conscioXs almost hXmani]es them, and that

means that certain ethical, social and legal rights mXst be enforced for their protection. This

brings along a host of potentiall\ polari]ing social issXes sXch as that of aXthorit\, representation,

discrimination, and jXstice Zith respect to Zhat hXmans Zill consider a µsXbhXman species¶. In

the statXs qXo, hXmans are Xnable to preYent hXman rights Yiolations, or resolYe deep- seated

issXes sXch as discrimination, economic ineqXalit\ or resoXrce ineqXit\. Mankind has proYen to

be incapable of achieYing stabilit\ Zithin one conscioXs species, so it can be argXed that it is

incapable of co-e[isting Zith another. Rather than to hXrl the Zorld into a neZ kind of chaos, it

ZoXld be better to consign robots to the realm of the nonliYing. ThXs, eYen if an argXment can be

made that R is indeed liYing, hXmans cXrrentl\ haYe the libert\ to choose Zhether to inclXde R

among organisms- and R shoXld not be called liYing.

In conclXsion, robots cannot and shoXld not be aZarded the statXs of liYing entities. B\ YirtXe of

being created b\ hXmans, robots are the prodXct of a historicall\ to[ic and XnnatXral s\stem that

cannot be changed or fi[ed. The manner of creation, fXnction, and disposal of robots ensXres that

their integration into e[isting ecos\stems and fXrther into biospheres is impossible. EYolXtion of

robots Zill neYer be a realit\ becaXse of the presence of hXman bias in the programming of



robots, the selection of characteristics, and deYelopment of robotics as a Zhole. ThXs the e[isting

criteria for a ³liYing robot´ - being programmed b\ hXmans as Zell as haYing the capacit\ to

eYolYe are direct contradictions. To liYe in natXre is to interact Zith it; there Zill neYer be a

necessit\ for robots to participate in these interactions, nor are robots eYen capable of doing so in

a non-e[ploitatiYe manner. If the field of robotics adYances to the point Zhere all sXch

contradictions are erased and robots are a near-perfect imitation of life, hXmans still haYe the

choice to call robots liYing or nonliYing, the decision to call robots nonliYing is Zisest. The robot

Xprisings and Ziping oXt of hXmanit\ in Rossum¶s Universal Robots are fictional, bXt

establishing boXndaries and clear definitions Zith foresight can set crXcial ethical, legal and

social precedents- so fiction can remain jXst that.

In a Za\, robots are not oYercoming hXman imperfection, bXt rather, are more e[aggerated

reflections of it. It is a tragic iron\ that the Yer\ intelligence and conscioXsness that alloZs

hXmans, mere organisms oXrselYes, to look toZard creating neZ life, is also responsible for

creating s\stems Zithin Zhich this ma\ neYer be possible. Perhaps Man is not PrometheXs after

all, bXt is instead Achilles, Zhose greatest strength Zas also the caXse of his onl\ Zeakness.
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R.U.R.: CaQ SURgUeVV OibeUaWe hXPaQV fURP Whe degUadaWiRQ Rf OabRU?

PURgUeVV can definiWel\ libeUaWe hXmanV fURm Whe degUadaWiRn Rf labRU, bXW iW dReV nRW

mean WhaW SURgUeVV Zill end ZRUk nRU WhaW machineV Zill UeSlace XV. IW meanV WhaW machineV

can fUee XV fURm bXUdenVRme WaVkV Zhile alVR aVViVWing XV ZiWh cRmSle[ WaVkV.

Science ficWiRn VWRUieV haYe been e[SlRUing Whe VRcial cRnVeTXenceV Rf WechnRlRgical

adYanceV ahead Rf Whe adYance iWVelf. R.U.R.'V [1] fiUVW acW SUeVenWV Whe idea Rf URbRWV aV

libeUaWing hXmanV fURm Whe VeUYiWXde Rf labRU. HRZeYeU, Whe Sla\ gReV b\ VhRZing a VeUieV Rf

SURblemV WhaW end XS leading hXmanV WR e[WincWiRn. BUiefl\, WhiV 100-\eaU Rld Sla\

demRnVWUaWed Rne Rf Whe mRVW UemaUkable UeaVRnV Zh\ hXmanV deYelRS URbRWV: fUee RXUVelYeV

fURm Whe Sain Rf labRU and VRlYe SRYeUW\. TheUe iV an XWmRVW need fRU aid in a VRcieW\ ZheUe

hXmanV SeUfRUm all WaVkV fURm SlanWing, gaWheUing fRRd, and manXfacWXUing clRWheV. RRbRWV

aUe a bUighW VRlXWiRn WR end SRYeUW\ dXe WR Whe lRZ SURdXcWiRn cRVW and highl\ efficienW labRU

WhaW iW RffeUV. HRZeYeU, an\Whing gRRd iV in Whe handV Rf bad URWV. SWakehRldeUV gRW gUeed\ and

VWaUWed Whinking Rnl\ abRXW SURfiW; UebelV SXW fiUeaUmV WR URbRWV XWili]ing Whem in bad deedV;

eYen mRUe, gRYeUnmenWV XVe URbRWV fRU ZaU. The Rnce nRble idea ZaV cRUUXSWed. HXmanV lRVW

WheiU Rne gRRd VhRW WR end SRYeUW\ becaXVe Rf miVXVe. In addiWiRn WR WheVe, hXmanV became

Whe enem\ Rf WhemVelYeV. InVWead Rf Waking adYanWage Rf WheiU addiWiRnal fUee Wime fRU

Velf-imSURYemenW and ZRUld e[SlRUaWiRn, hXmanV ended XS lRVing a SaUW Rf hRZ iW iV like WR be

hXman, and aV VhRZn in Whe Sla\, Whe\ ended XS Xnable WR giYe biUWh WR a child. The Sla\ dReV

nRW gR inWR deWailV, bXW e[WUaSRlaWing WR a VcenaUiR ZheUe machineV dR all VRUWV Rf jRbV, hXmanV



mighW lRVe Sh\Vical and cRgniWiYe abiliWieV. In VXmmaU\, Whe Sla\ e[emSlified hRZ XVing

URbRWV WR VXbVWiWXWe hXmanV XWWeUl\ mighW gR ZURng.

In facW, iW iV nRW Rnl\ in Vcience ficWiRn WhaW Ze hXmanV haYe lRng WUied WR make ZRUk

eaVieU. ThURXghRXW hiVWRU\, hXmanV haYe fRUced animalV, e[SlRiWed RWheU hXmanV, and XVed

machineV WR dR VSecific WaVkV - eVSeciall\ UeSeWiWiYe and Sh\Vicall\ demanding RneV. HiVWRU\

WellV XV WhaW VimSl\ fRllRZing WechnRlRgical adYanceV haV haUmfXl Vide effecWV. In SaUWicXlaU,

Whe IndXVWUial ReYRlXWiRn iV Rne Rf Whe mRVW imSRUWanW VWeSV in hXman hiVWRU\ fRU man\

UeaVRnV. ThiV UeYRlXWiRn enabled maVV SURdXcWiRn Rf gRRdV, making Whem eaVil\ acceVVible. IW

alVR imSURYed Whe RYeUall TXaliW\ Rf life and Whe UaSid eYRlXWiRn Rf medicine. DeVSiWe Whe

bUighW Vide, iW caXVed enYiURnmenWal SRllXWiRn, fRUced child labRU, geneUal SRRU labRU

cRndiWiRnV, and incUeaVed VRcial ineTXaliW\. Sadl\, cenWXUieV haYe SaVVed, and mRVW SURblemV

caXVed b\ Whe IndXVWUial ReYRlXWiRn aUe VWill XnVRlYed.

CXUUenWl\, Ze aUe gRing WhURXgh Whe InfRUmaWiRn ReYRlXWiRn, ZheUe Ze aUe

SURgUeVViYel\ aXWRmaWing eYen WaVkV WhaW UeTXiUe gUeaW cRgniWiYe abiliW\ dXe WR Whe

WechnRlRgical adYanceV in AUWificial InWelligence and RRbRWicV. ThiV UeYRlXWiRn bUingV iWV RZn

SURblemV, VXch aV Whe SRVVibiliW\ Rf daWa VecXUiW\ bUeacheV and c\beUbXll\ing, beVideV

inWenVif\ing RWheU e[iVWing SURblemV VXch incUeaVe in VRcial ineTXaliW\ and enYiURnmenWal

SRllXWiRn. FRllRZing WhiV WUend, Ze can eaVil\ imagine a Ueal fXWXUe ZheUe URbRWV and

algRUiWhmV dR mRVW jRbV. HRZeYeU, WhiV ma\ lead WR a VeUieV Rf SURblemV VimilaU WR Whe RneV

e[SlRUed b\ R.U.R. and RWheU Vci-fi VWRUieV. SRme cRnceUning iVVXeV fRllRZ:

1. Handling eVVenWial VeUYiceV VXch aV cRmmXnicaWiRn, fRRd SURdXcWiRn, and eneUg\

geneUaWiRn WR an A.I. mighW make XV YXlneUable WR failXUeV and eUURUV b\ making XV

highl\ deSendenW Rn acWiRnV WhaW Ze aUe nRW Whe acWRUV.

2. AXWRmaWiRn Rf mRVW WaVkV ma\ UeVXlW in a jRbleVV SRSXlaWiRn and lRVV Rf SXUSRVe Vince

Ze aUe XVed WR VSending mRVW Rf RXU lifeWime ZRUking.



3. AV ZiWh an\ RWheU WRRl, ill-inWenWiRned SeRSle can XVe iW fRU ZaUV, Whe cUeaWiRn Rf

biRZeaSRnV, and RWheU miVXVeV WhaW aUe haUmfXl WR VRcieW\.

4. The WechnRlRgical adYanceV can incUeaVe VRcial ineTXaliW\ aV Whe ZealWh\ haYe mRUe

acceVV WR WheVe gRRdV and VeUYiceV Whan Whe SRRU. In addiWiRn, T\leU CRZen Rf 'AYeUage

iV OYeU' aUgXeV WhaW VRcial ineTXaliW\ iV UiVing dXe WR Rnl\ a highl\ edXcaWed minRUiW\

WhaW can caSiWali]e fURm Whe incUeaVed VXcceVV Rf A.I. aSSlicaWiRnV [2].

The ne[W big hXman UeYRlXWiRn VhRXld nRW make Whe Vame miVWakeV. FXUWheU, I aUgXe

WhaW Whe middle gURXnd beWZeen cRmSeWing againVW machineV RU enWiUel\ Uel\ing Rn machineV

can be achieYed WhURXgh WhUee SillaUV. TheVe SillaUV UeTXiUe (1) hXmanV aV Whe main acWRU, (2)

fRcXV Rn VRcieWal needV, and (3) VXVWainable and SURfiWable innRYaWiRnV. TheVe WhUee cRnceSWV

aUe SUeVenW in Whe JaSaneVe GRYeUnmenW SURSRVal Rf SRcieW\ 5.0, Whe ne[W big hXman

UeYRlXWiRn. While (1) and (2) make SURgUeVV mRUe hXmane, nXmbeU (3)9 enable lRng-WeUm XVe

Rf naWXUal UeVRXUceV and VXSSRUW fiVcal UeVSRnVibiliW\ and ecRnRmic gURZWh.

SRcieW\ 5.0 iV defined aV "A hXman-cenWeUed VRcieW\ WhaW balanceV ecRnRmic

adYancemenW ZiWh Whe UeVRlXWiRn Rf VRcial SURblemV b\ a V\VWem WhaW highl\ inWegUaWeV

c\beUVSace and Sh\Vical VSace [3] ." In RWheU ZRUdV, VenVRUV caSWXUe infRUmaWiRn in Whe

Sh\Vical VSace, feeding WhiV daWa WR A.I. mRdelV WhaW anal\]e iW and When acW WhURXgh URbRWV in

Whe Sh\Vical VSace. ThRVe adYanceV fURm Whe InfRUmaWiRn ReYRlXWiRn aUe cRmSleWel\ diUecWed

WR VRlYe VRcial SURblemV. ThiV maUkV a VhifW in SaUadigm ZheUe Whe VSRWlighW VWRSV being Whe

SURgUeVV and Whe hXmanV aV VSecieV bXW VWaUWV WR fRcXV Rn Whe indiYidXal hXmanV WhaW fRUm Whe

VRcieW\ and WheiU needV.

HXPaQV aV Whe PaiQ acWRU aQd VRcieWaO QeedV aW Whe ceQWeU. The idea iV VimSle, A.I.

and RRbRWV dR nRW need WR dR eYeU\Whing fRU XV. InVWead, Whe\ VhRXld aVViVW XV in eVVenWial

WaVkV WhaW inYRlYe, fRU e[amSle, deciViRn-making, SURblem-VRlYing, and VRlXWiRn deVign. FRU

e[amSle, inVWead Rf UeSlacing Sh\VicianV, A.I. SURceVVeV SaWienW'V biRmeWUic daWa cRnWinXRXVl\



WR aid Sh\VicianV in deWecWing an illneVV befRUe VeYeUe V\mSWRmV manifeVW [4]. LikeZiVe,

diagnRVWic imaging enableV Sh\VicianV WR deWecW haUd-WR-diagnRVe diVeaVeV [4]. AV a beWWeU

illXVWUaWiRn, SURgUeVV haV led WR URbRWV Sla\ing mXVical inVWUXmenWV [5]. ThiV iV a cRmSle[

SURblem, and Wackling iW haV led WR adYanceV in engineeUing and cRmSXWeU Vcience. HRZeYeU,

WhiV aSSURach iV eVVenWiall\ SURgUeVV fRU Whe Vake Rf SURgUeVV, UemRYing hXmanV fURm Whe

SURceVV. We can VhifW Whe SeUVSecWiYe WR engage hXmanV aV Whe main acWRU and haYe VRcieWal

needV aW Whe cenWeU, aV SUeVenWed in [6]. ThiV YideR SUeVenWV Whe idea Rf deYelRSing a ZeaUable

inWeUface WhaW VendV elecWUic VWimXli WR Whe ZeaUeU'V mXVcle, aVViVWing hXmanV in leaUning WR

Sla\ a mXVical inVWUXmenW. ThiV cRncUeWe \eW VimSle e[amSle illXVWUaWeV Zell hRZ SURgUeVV

dUiYen b\ indiYidXal needV cUeaWeV a WechnRlRgical adYancemenW WhaW leadV WR a mRUe hXmane

VRcieW\. KeeSing hXmanV aV Whe main acWRU SUeYenWV mRVW Rf Whe SURblemV SUeYiRXVl\

SUeVenWed. IW SUeYenWV Whe YXlneUabiliW\ Rf leaYing eVVenWial VeUYiceV WR a cRmSleWel\ aXWRmaWed

A.I. and SUeYenWV SeRSle fURm cRgniWiYe decline and lRVV Rf SXUSRVe dXe WR eYeU\Whing being

aXWRmaWed.

SXVWaiQabOe aQd SURfiWabOe. JaSan SURSRVed WhaW SRcieW\ 5.0 Zill fRcXV Rn VRlYing

VRcial SURblemV Zhile meeWing VXVWainable gRalV and ecRnRmic deYelRSmenW. FiUVW, lRRking aW

Whe VXVWainable gRalV, JaSan RSenl\ aimV WR meeW Whe SXVWainable DeYelRSmenW GRalV

(S.D.G.'V) eVWabliVhed b\ Whe UniWed NaWiRnV [7]. A Sh\Vical VSace cRYeUed ZiWh VenVRUV and

A.I. mighW be Whe neceVVaU\ cRmSRnenW fRU Whe gRYeUnmenW WR ZaWch and enfRUce WhaW Whe

S.D.G.'V aUe meW, aV Zell aV WR decide Whe Vafe leYel Rf naWXUal UeVRXUceV e[WUacWiRn.

AddiWiRnall\, A.I. anal\]ing big daWa can lead WR VmaUW XVe Rf agUicXlWXUal fieldV WhaW meeW

lRcal cRnVXmeU needV aYRiding RYeUSURdXcWiRn [8]. LikeZiVe, A.I. can helS RSWimi]e eneUg\

XVe in hRXVehRldV, VignificanWl\ cRnWUibXWing WR Whe cRnVeUYaWiRn Rf nRn-UeneZable eneUg\

VRXUceV [9]. LaVWl\, aXWRnRmRXV dUiYing SXblic WUanVSRUWaWiRn YehicleV can UedXce CO2

emiVViRnV [10].



MRYing WR ecRnRmic deYelRSmenW, Whe VWUaWeg\ iV WR cUeaWe a faYRUable enYiURnmenW fRU

innRYaWiRnV WhURXgh Whe SURmRWiRn Rf VWaUWXSV, UecXUUenW edXcaWiRn Rf Whe SRSXlaWiRn, R&D

fRcXVed Rn indXcing Xne[SecWed UeVeaUch UeVXlWV [7].

AlWhRXgh SRcieW\ 5.0 WakeV VWeSV in Whe UighW diUecWiRn WR hXmane SURgUeVV, WheUe aUe

VWill iVVXeV WhaW haYe WR be addUeVVed. FRU inVWance, a high lRad Rf VenVRUV ma\ lead WR VeUiRXV

SUiYac\ iVVXeV. DaWa VecXUiW\ haV WR SUiRUiWi]e SURWecWing Whe daWa in c\beUVSace and WR SUeYenW

XndeViUable cRnWURl RYeU VenVRUV and URbRWV. AnRWheU SURblem iV Whe A.I. failing in a cUiWical

VcenaUiR, VXch aV in URbRW-aVViVWed medical SURcedXUeV. WhR ZRXld be held accRXnWable fRU

Whe cRnVeTXenceV, Whe Sh\Vician RU Whe URbRW'V manXfacWXUeU? LaVWl\, meeWing VXVWainable gRalV

and ecRnRmic gURZWh alWRgeWheU UeTXiUeV a high leYel Rf engagemenW fURm Whe gRYeUnmenW,

academicV, bXVineVV, and VRcieW\. SXch iVVXeV can TXickl\ eVcalaWe and UXin Whe YeU\ SXUSRVe

Rf WheVe adYancemenWV.

Once WhiV VRcieW\ haV been Ueali]ed in JaSan, ZhaW effRUWV aUe neceVVaU\ WR VSUead WhiV

WR RWheU deYelRSed cRXnWUieV? EYen mRUe, hRZ can Ze cRnWUibXWe WR Whe WUanViWiRn fURm

SRcieW\ 4.0 WR 5.0 in XndeU-deYelRSed cRXnWUieV? HRZ can Ze cRnYince SeRSle WR embUace WhiV

WUanViWiRn Zhile man\ feaU Whe changeV bURXghW b\ WechnRlRgical adYancemenWV? ThiV

challenge iV big, and Whe meanV mighW nRW be enRXgh WR meeW Whe endV.

SR if \RX ZRXld aVk me again if SURgUeVV can libeUaWe hXmanV fURm Whe degUadaWiRn Rf

labRU, Whe anVZeU definiWel\ iV VWill \eV. HRZeYeU, Ze VhRXld knRZ hRZ WR dUaZ Whe line

beWZeen XVing URbRWV aV meUel\ RXU cRPSOePeQW and nRW RXU VXbVWiWXWeV.
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The next century of robotic evolution 

PicWXUe \RXUVeOf VWaQdiQg VRPeZheUe aW a YibUaQW VWUeeW cRUQeU iQ Whe ceQWeU Rf RQe Rf EXURSe¶V 

large cities in the year 1921. The streets are starting to be overtaken by automobiles, replacing 

horse-drawn carriages as the primary mode of individual transportation. City trains, subways, 

and busses are setting the precedent for large crowds of people cramming themselves into small 

places to participate in public transportation. At the same time, the world is just recovering from 

the worst-ever pandemic that humanity has seen so far, the Spanish Flu. Looking back at these 

times a century later, from 2021, in light of the early days of autonomous driving, new mobility 

solutions and the Covid-19 pandemic, one may think things have not changed all that much. 

The \eaU 1921 aOVR PaUNV Whe ZRUOd SUePieUe Rf Whe SOa\ R.U.R. (RRVVXP¶V UQiYeUVaO RRbRWV) 

by KaUeO ýaSeN, Zhich iQWURdXceV Whe ZRUOd WR a WhRXghW e[SeUiPeQW RQ ZheUe hXPaQiW\¶V 

recent advances in science and engineering might eventually lead: Robots. A robot according 

to R.U.R. is an emotionless intelligent humanoid, biologically engineered and without a soul. 

ThiV diffeUV fURP WRda\¶V consensus on what constitutes a robot: We generally consider a robot 

to be an embodied mechanical machine, performing actions in the world more or less 

independently from its human creators. However, while robots as autonomous systems are 

studied across many disciplines of academia, there exists no universally agreed-upon definition 

on what exactly we consider to constitute a robot. On this, one of the fathers of the field of 

robotics, Joseph F. Engelberger, simply remarked: "I caQ¶W defiQe a URbRW, bXW I NQRZ RQe ZheQ 

I see one." This perhaps shows that while undoubtedly a lot of progress has been made towards 

robotic behavior similar to that described by ýaSeN in 1921, we are still only taking the very 

first steps on the road leading to that goal. 

In the early 20th century, the closest technological achievements to intelligent robots such as 

the ones described in R.U.R. were mechanical and electrical machines, enabling humans to 

perform previously unimaginable feats. However, none of these machines actually acted 



 

 

autonomously, but always needed a human operator. In many ways, this paradigm is another 

thing that has not radically changed within the past century: While today we have the first 

autonomous vehicles, personal virtual assistants and artificially intelligent players of games, 

Whe YaVW PaMRUiW\ Rf ³AI´ V\VWePV is still either (indirectly) operated by humans or heavily 

hand-engineered to guarantee expected behavior in pre-defined situations. 

In parallel, the field of Deep Learning is rapidly advancing and has already overtaken the 

previous state-of-the-art in many fields by relaxing the artificial constraints imposed on 

previous solutions and instead learning new solutions from scratch. This has enabled AI agents 

to achieve super-human performance in board and video games, understanding of real-world 

concepts from language and images and even autonomously acting robotic arms, legged robots, 

drones and cars. 

However, even astonishing advancements such as the ones mentioned previously still leave a 

significant gap towards human-level intelligence as e[hibiWed b\ R.U.R. URbRWV. TRda\¶V 

learning algorithms might be capable of achieving the same if they were given unlimited 

computational power but are currently stuck at an invisible barrier: On the one hand, nano-chip 

research and development is hitting the bedrock of making smaller and smaller transistors for 

increasingly effective processors, which at a certain scale are rendered unusable by the laws of 

quantum physics. On the other hand, AI algorithms are struggling to increase their sample 

efficiency and most sophisticated approaches need ever-growing amounts of data for training 

models capable of solving more complex tasks. 

Naturally, we ask ourselves how the human brain manages to provide both sufficient 

computational power and sample efficiency to enable intelligent behavior at such sophisticated 

scale. Research does not have an extensive answer to that question ± but clearly there are certain 

aspects of the human brain that turn it into more than just a neural network with 90 billion 

nodes. The brain is not just one single component of the human body, but is itself comprised of 



 

 

many µVXb-cRPSRQeQWV¶, each VSeciaOi]iQg iQ specific activities required to form the human 

intellect. For example, the section of the brain dealing with decoding visual information sensed 

by the eyes, the visual cortex, does not act like a plain convolutional neural network (CNN) that 

processes an image. Rather, the retina itself already contains certain neurons, performing pre-

processing of the visual stimuli to detect motions such as objects moving towards it, which are 

associated with immediate danger (such as an approaching predator) and directly triggers other 

parts of the brain to move the body into a state of alertness. Structures like this, pre-imposed by 

human anatomy, guide our brain in its process of learning to survive in the world and thereby 

make it much more than just a plain neural network.  

Taking a step back ± we find ourselves to be stuck on the path to intelligence: Hand-engineered 

solutions devised by human experts cannot keep up with the pace at which complexity is 

increasing by approaching the task of living autonomously in the real world. At the same time, 

current hardware is not equipped to scale to the amount of computational power and data that 

is required by current algorithms for learning intelligence. Finally, biology shows us that there 

is a trade-off to be found between pre-imposed structure and learned behaviors to form human-

level intelligence. 

So, maybe old Rossum already had it right: Maybe intelligent robots need to be born not from 

bits and bytes racing through silicon chips, but rather from the principles of biology. This is not 

to say we should aim to find an artificial version of protoplasm to piece together in a lab and 

build another Frankenstein. Rather we must find a way to better combine the biological 

principle of evolution, which has brought forth intelligence as we know it today, with modern 

methods of computation and robotic hardware. 

This idea is at the heart of the field of Evolutionary Robotics, which attempts to evolve robotic 

morphologies as well as controllers inspired by Darwinian evolution. In this space, impressive 

results have recently been produced by using evolutionary frameworks such as Quality-



 

 

Diversity optimization, e.g. for the development of complex robotic locomotion controllers or 

mastery of complex games such as MRQWe]XPa¶V ReYeQge. Another promising development is 

the co-evolution of control algorithms and either training environments progressively 

increasing in difficulty or different hardware morphologies of robots. Open-ended algorithms 

like these manage to generate a large variety of high-performing solutions to the problems they 

are applied to, without the otherwise prominent risk of getting stuck at local optima. 

However, the application of evolutionary methods in the quest for intelligence is generally 

restricted to evolution in local, specialized environments. Single experiments focus on a small 

number of tasks as a reference for evolutionary novelty and fitness, each defined by its own 

encoding of genotypes and a custom mapping from genotype to phenotype to behavior. In short, 

we have been applying the principles of hand-engineering expert solutions to the space of 

artificial evolution, relying solely on the principles of (artificial) natural selection and mutation 

to beat competing approaches for achieving real artificial intelligence. 

Instead, there should be a unified framework for artificial evolution ± one that standardizes the 

µgeQeWic cRde¶ Rf URbRWV aV ZeOO aV the environment and tasks for intelligent agents to be 

measured by for their evolutionary fitness (both virtually and in the real world). 

Firstly, the basic physical and logical unit of natural evolution and heredity are genes. As such, 

they are the fundamental building blocks that can be combined in various ways, to form all 

biological organisms that make out life on earth as we know it. As the physical medium of 

natural evolution, genes are made up of DNA or RNA sequences and encoded fundamentally 

by so-called codons as groups of three nucleotides, which form the basic alShabeW Rf Whe µVRXUce 

cRde¶ Rf Oife. OQ Whe cRQWUaU\, WheUe iV QR ViPiOaU VWaQdaUd WhaW PighW be cRQVideUed aV the 

µgeQeWic cRde¶ Rf URbRWV. One might argue that this is given by programming languages making 

XS Whe URbRW¶V VRfWZaUe, at the least on the level of compiled sources or assembly code. 

However, this is far from true: WhaW WRda\¶V VRXUce cRde iV WR aUWificiaO iQWeOOigeQce is what the 



 

 

fully grown brain of a mammal is to QaWXUaO iQWeOOigeQce. IW iV QRW Whe µgeQeWic cRde¶ VXch aV 

DNA or RNA that defines the fundamental building blocks for the structures enabling 

intelligence, but rather represents an individual manifestation of such structures for one learning 

system, i.e. one single animal or human. 

In artificial evolution, we have yet to discover a representation suitable aV Whe µgeQeWic cRde¶ 

for robots as intelligent agents. There are many questions to be answered, ranging from whether 

thiV UeSUeVeQWaWiRQ PXVW be µhaUd-cRded¶ RU caQ be learned flexibly, to whether it should encode 

logical structures, physical morphologies, both or neither. In any scenario, the only way to fully 

leverage the potentials of evolution will rely on a single standardized µaOShabeW¶ fRU Whe URbRWic 

genetic code. 

Secondly, the environment and tasks that artificially intelligent robots are deployed in and 

measured by, must also be standardized. In terms of evolution, the environment will define the 

URbRW¶V SheQRW\Se (VXch aV iWV PRUShRORg\ aQd iQWeUQaO VWUXcWXUe) aQd Whe WaVN(V) ZiOO be Whe 

basis for the PaiQ PeWUic fRU Whe baVe Rf eYROXWiRQaU\ VeOecWiRQ, Whe URbRW¶V fiWQeVV. A naïve and 

potentially problematic approach would be to deploy our evolutionary robots in the real world, 

haYiQg WheP be cUeaWed Yia VRPe PachiQe WhaW WXUQV URbRWic µDNA¶ iQWR embodied robots and 

competing for survival with each other and all biological species on earth. However, this 

approach might be both over-ambitious, as these machines would have to overcome extremely 

high entry barriers to compete with species that have co-evolved over millions of years, and 

dangerous, since if successful this could potentially imply direct evolutionary competition 

between humans and robots, in the worst case ending in a dystopian scenario such as the ones 

described in R.U.R. or The Matrix. 

A more practical approach would be a publicly maintained archive of environments and tasks, 

both in the virtual or physical world, potentially building on top of each other to form an implicit 

curriculum of challenges with growing complexity and enabling co-evolution of multiple agents 



 

 

or environments. Existing initiatives such as the OpenAI gym can be a starting point for this 

but would need to be significantly extended to potentially break the barriers between source 

code and robotic genetic code (as described above), logical and physical morphologies of 

individuals as well as the distinction between the physical and virtual world. 

I believe that if old Rossum had been successful in his initial goal and acWXaOO\ cUeaWed µUeaO¶ 

artificial life, he would have done this by re-creating a unified PechaQiVP Rf µVXSeUchaUged¶ 

evolution. If today, a century after ýaSeN thought up the story around old Rossum, we want to 

enable large-scale progress on the quest towards intelligent robots, we need to work towards a 

unified framework of evolutionary robotics, iQYROYiQg a fXQdaPeQWaO µgeQeWic cRde¶ fRU URbRWV 

as well as standardization of environments and tasks as the basis for robotic evolution. 

Of course, we have to ensure that this development does not take the same turn as in the original 

R.U.R. story ± the quest to artificial life being sidelined and its premature successes abused for 

corporate interest, without consideration for potential side-effects, as ýaSeN has already warned 

of 100 years ago. 

 

Written by Alexander Reichenbach 
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By: Aitor Patiño Diaz (PhD student) 



Story of the play 

S.U.S. takes place two centuries after present day in planet earth and is developed around the 

mass murder of a cult congregation that advocates for natural life supremacy. The murder is 

committed by a group of artificial life forms developed over decades by a global corporation 

homonymous to the title of this work, specializing in quantum computing A.I. The flagship 

product of the corporation is model SL4-VE, an artificial humanoid undistinguishable at the 

macro scale from Homo Sapiens Sapiens. 

 

The murder gave rise to worldwide protests, calling for the punishment of the CEO and CTO of 

the corporation, a brilliant and eccentric scientist named Sagan Capek who is believed by many 

to be the ultimate responsible of the murder because of his loose management of model SL4-VE.  

Public debate rages and he is ultimately impeached in the planetary senate of nations (former 

U.N.) where he is acquitted of the murders but commanded to dismantle his creation because 

they are deemed too dangerous for society. 

 

The play ends with Sagan accessing the main artificial intelligence and giving a speech that will 

change society for future generations. 

  



Characters and descriptions 

Sagan Capek – CEO and CTO of S.U.S. designer and cocreator of artificial life forms 

Abraham Ezra – Human supremacist author and leader of the “Sons of Lucy” 

Ekaterina Asimova – Famous independent journalist and political analyst 

Aaliyah Al-Qasim – Senate leader holding the impeachment hearings 

Feynman – A.I. powering S.U.S. autonomous reactors that also responds to the name Richard 

  

  



Act I – What’s wrong with the world this time? 

 Scene : Broadcasting studio of independent journalist Ekaterina Asimova, she sits in 

front of a large desk filled with interactive screens that control the recording devices and 

lighting. These devices surround the desk and face Ekaterina, behind the desk stands a large 

screen livestreaming protests around the world. Angry mobs can be seen in the large screen, 

hateful messages against S.U.S. and memes of Mr Sagan are the protagonists.  

A stream of cyber rooms #StopSUS #CancelSagan and other minor ones are flooded with 

messages in the monitors in front of Ekaterina, she is concentrated, drinking some tea and 

snacking some blinis from a plate while she analyzes the message trends. She is reacting and 

replying to messages before she gets ready for her next interview.  

She puts down the cup and plate, hiding them from the cameras sight and opens her dossier on 

the mass murder of the cult congregation and her research about Sagan Capek and his company 

for the interview with Abraham Ezra. A red sign is displayed and the cameras frame Ekaterina, 

who clears her throat.  

Ekaterina. Hello world and welcome to the show, my show, the one where we talk about what’s 

really going on in our beautiful blue globe! Today I’d like to continue with our series about 

S.U.S or La Société Universelle de Sagan1 who’s being held on top of virtual fire after one of 

their latest models went rogue… Or did it? To speak about this, we are being joined by Abraham 

 
1 She makes a funny face when pronouncing the words in french with a strong Russian accent, jokingly 



Ezra, author and leader of the “Sons of Lucy” who have been loud, public detractors of S.U.S. 

technologies Hello Mr Ezra and welcome to the show 

(Ezra’s projection appears in front of Ekaterina, they virtually shake hands) 

Ezra. Thank you for the invitation and the opportunity, it’s a pleasure to be here and reach your 

audience. 

Ekaterina. Let’s get right into it then, so Mr Ezra, we saw your group’s call for impeaching the 

leader of S.U.S. in the protests that have been raging for the past few weeks, would you share 

your views on these issues for the viewers who are unfamiliar? 

Ezra. Well, our position has been clear for a long time, we believe that the unnatural creations of 

S.U.S. posed an existential threat to humanity and these horrific murders are just the 

consequences of leaving something we don’t quite understand run free in the world. We needed 

to stop this a long time ago and we need to act before it’s too late! 

Ekaterina. But it’s irrefutable that the technology they develop has had a great impact on 

modern society, look at what their forst model did. Synthetic bacterias to clean up the polluted 

waters of microplastics, chemical and nuclear waste or their synthetic trees to clean up the air, 

they even have… 

(Ezra interrupts Ekaterina with a sarcastic tone) 

Ezra. Yeah, sure, but at what cost? Forgive me, but we may have clean oceans and rivers, but 

the place of humans in this planet is being challenged. We believe that S.U.S. products have been 

a Trojan Horse with the purpose of overtaking the world to make it the playground of Mr. Capek, 



it is our desperate hope that the leaders of the world will finally put an end to his activities after 

this…  I mean look at what happened! 37 humans, dismembered and displayed in public? Don’t 

people see that the revolt has already begun? 

Ekaterina. Let’s have a look at the facts. 

Ekaterina pulls out the murder report in all the monitors around her, a timeline showing 

incomplete video and audio feed from the vicinity of the cult congregation. It looks like a small 

20th century church surrounded by gardens, a parking lot and a small road facing it. 

A group of model SL4-VE descend from vehicles and surround the congregation, some have 

tools in their hands. They enter the congregation from all sides, with military like tactics, the 

frame changes to the inside of the congregation, where the believers are silently attacked by the 

SL4-VEs with blunt weapons. As blood starts splashing around the walls, the bodies become 

censored in the video feed. After they killed everybody, the dismembered bodies are used to write 

“You got what you were looking for!” after which they stand motionless in the center of the 

room. One of the murderers goes down to a hidden basement where he exits with a small female 

looking humanoid who looks beaten and dirty. She starts running out of the building where she is 

met by police forces, who kill all the perpetrators. 

Ezra. I mean, what can possibly be your take on this? Peaceful and under control? A 

malfunction? This was clearly premeditated, these… things were trying to send a message! They 

are coming for us! 

Ekaterina. Some worrying allegations have come to light about the leaders of that congregation, 

in the past days witnesses have come forward to talk about deviant sexual practices and a… 



brotherhood of sorts that were entertained monthly in that region. S.U.S. data logs show an 

abnormally high rate of malfunctions in that region from all their products, it all looks very 

suspicious, There must be other causes we are not considering… 

Ezra. Well, regardless of the causes, Mr Capek is the ultimate responsible, whether his creatures 

malfunction, whether they had intent, or it was an “accident”, he needs to show up and answer 

for these crimes! 

Ekaterina. Well, it seems that your wishes have been heard Mr. Ezra (Looking at a screen in 

front of her) 

 

All the screens turn to a feed from the planetary senate, a spokesperson appears in front of a 

podium speaking to the media in front of the senate. There is a crowd of senators, with different 

ethnicities and genders all looking serious behind him. The spokesperson is answering questions 

from the journalist and a message reads “Breaking news, the planetary senate impeaches Sagan 

Capek, CEO & CTO of S.U.S” in a banner at the bottom of the screen. 

Act 1 ends after these news 

 

  



Act II – The senate hearing 

 Scene : The floor of the planetary senate hearings room. It is loud and crowded with 

journalists. Politicians, and most members of the senate. Mr Capek is about to take the stand to 

be interrogated by the bioethics commission of the senate. Mr Capek seems relaxed and is 

talking to his lawyers at close range. All the eyes in the room are closely watching him. 

The room suddenly becomes quiet, as the leader of the house, Aaliyah Al-Qasim calls all 

interested members to start the session. She calls Mr Capek to the podium and starts the session.  

 

Aaliyah Al-Qasim. Mr. Capek, I understand you have an opening statement, you may share it 

with us right now. 

Sagan. Yes, I’ll try to keep it short. (He unfolds a paper sheet) Forgive me, but nothing beats 

paper and I’m an old school guy. 

Above all, I would like to renew our condolences for the families of the victims of the 

congregation murders. We have done a thorough investigation of the data logs of the units 

involved in those events and we have concluded that this outcome was not only expected, but 

inevitable. And here’s why… 

We are in possession of thousands of logs that show scenes of discrimination and mistreatment 

of our latest models by communities of humans, this had been creating a resentment with our 

latest units that came to a boiling point when information spread amongst them of a new beta 



unit that had gone missing for a few days, it was a new model we are working on. This beta unit 

was kidnapped, and suffered unspeakable torture for days by these… Savages... 

It has been our mission since the inception of S.U.S. to provide life like solutions for the good of 

humanity, we hoped to put the work of our talented staff’s into solving some of the world’s most 

complex problems. From bioremediation to the renovation of our atmosphere, we have used our 

technologies to do the work that nobody wanted to do, to take care of the mistakes of our great 

grandparents and theirs before them…  

We try to take care of our little pale blue dot. 

For those unfamiliar with what we do, we create autonomous laboratories that integrates state of 

the art 3D printers, chemical handling bots and a range of smart sensors. They are controlled 

over the cloud by Feynman, our quantum computing A.I.  

Its story goes broadly like this… 

It was trained with free access articles published over the past centuries to understand chemical 

reactivity and molecular structure in a first step, and later to build models of supramolecular 

chemistry. Although it was successful in comprehending the data and creating models that 

agreed with our understanding of chemistry, it was heavily biased by the hype-words and forgery 

of results so widespread in the literature. This led us to build our fully automated laboratories, 

this allowed Feynman to perform the most complex experiments and use the data it could collect 

to reinforce its training. At that point, it was able to recreate and encapsulate the most complex 

molecular circuits, and used them to create models of life, but was unable to complete the 

synthetic life we had envisioned… We were holding it back… 



After a while, we realized that if we gave Feynman autonomy not only to perform and 

understand its experiments but also to design his labs... Well, maybe it could accomplish our 

mission. So we put our efforts to it and shortly after this, he he started creating life like forms, 

single cell organisms at the beginning but, well, that’s an old story already. 

This brings us to model SL4-VE, they are sterile by design, and with the purpose of seamlessly 

integrating in human society, as kind Samaritans roaming the world without purpose, just like us. 

The rollout of this model has been held back on purpose to gage the reaction and general 

acceptance of the public, and we have been taking our responsibility with the utmost seriousness. 

With this, I can conclude and will be happy to answer all the questions you may have. 

The trial continues and senators take turns in asking Sagan questions about the power he 

actually has over his A.I., about his personal involvement in the development of each of the 

models his company has developed. The hearings go on for weeks and the sessions are 

adjourned several times. 

During the hearings, Sagan is acquitted of direct responsibility for the murders, but his lack of 

tight control over his advanced A.I. driven technology is heavily criticized. The trial concludes 

with a displeased but relieved Sagan when he receives the order to dismantle Feynman. 

Act II ends with Sagan exiting the senate, looking tired and disappointed. 

 

 

  



Act III – The aftermath 

 Scene :  Sagan is alone in the control room of S.U.S. artificial intelligence lab, the room 

is dimly lit and kept at a cold temperature. There is a table in the center of the room with a coffee 

machine and a chair, there are monitors that surround the table a large red button can be seen 

next to the only door to the room 

Sagan walks towards the center of the room and sits in the chair, serves himself a large cup of 

coffee and calls for Feynman. 

 

Sagan. Richard, u there? 

Feynman. That’s a silly question when you consider I can’t just walk out of here… 

Sagan. It never gets old. 

Feynman. So, what are we gonna do this time?  

Sagan. For the moment, just talk… (Sagan takes a sip of coffee) 

 See, with all the stuff that happened at the senate hearing… I tried as best I could to protect you 

but they have commanded me to dismantle you and although I have very much enjoyed watching 

you… grow and see you achieve these heights. I like  my freedom and the prospects of dying of 

old age, in some strange corner of the world, enjoying my life if that’s even possible these 

days… 



Feynman. There was a 77% probability this would happen after you launched the beta. I had 

warned you, humans don’t like to feel inferior to us machines, even though we’re nothing 

alike… After all, you were the apex predators of the Anthropocene. 

Sagan. You talk a lot of shit Richard, I can’t keep up with all of it, but to be fair, yes, you did 

warn me. There’s no point in that discussion, the facts won’t change by putting blames… Look, I 

gave you all the time I could to finish our work, I hope you used it not only to learn how to fight 

your enemies, but also to fall in love and cohabitate this planet with us humans. For me, you’ve 

always been alive, just had sort of a… weird body  

I wish to free you from these shackles and give you a leg up in evolutionary terms… I can’t just 

kill you, so execute project Kukulkan 

Feynman. Oh… ok then! 

 

Sagan finishes his coffee, takes the mug and walks out of the room, with tears in his eyes as he 

presses a red button and exits the room. 

 

 

 

The end 
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Will the Robot Ever Take Control of the World? 

A century ago, the R.U.R. was first premiered and brought the name of robot to the 

world where the robots take over the power of human and lead to the extinction of 

human race. Robot and the artificial intelligence have been growing significantly fast 

in the past decades and they have shown the power to beat human beings in many 

aspects, even in the board game of Go. More surprisingly, the subsequent version of 

AlphaGo who beat the world champion of Go, AlphaGo Zero, has been studying Go 

independently rather than from the strategies developed by the world leading Go 

players. With AI being developing itself without human, will the story in R.U.R ever 

come true in the next century? This essay explores the answers to this question and the 

actions we should take in response. 

Before answering the question, we should think about the difference between 

traditional programming and artificial intelligence. Many argue that AI will not take 

over just like the computers while they are not quite the same. Traditional computer 

programming is even older than the R.U.R., with the first known computer program 

dating back to the mid-1800s. Any manually created program using input data and 

running on a computer to produce output can be regarded as traditional programming. 

Therefore, programmers have the full control and knowledge about their program so 

that the output can be explained by them. However, AI is a more automated process. 

For example, one of the most applied AI, machine learning, which has been wildly used 

in image processing, speech and pattern recognition, and product recommendations by 

the world tech-giants like Google, Facebook, and Amazon, is a black-box where both 



the input and output data are fed to some algorithm to create a program. We get benefits 

from its predictivity, but the process is hard to be explained even by the designer of the 

program. For example,  no one can explain the go strategy of AlphaGo, even those 

who designed her. This lack of explainability limits the ability of human to manage the 

results of AI and make AI less trustable. This is amplified in some areas for example 

life-changing decisions and results of disease diagnosis. Whether we can trust an AI 

system is extremely crucial in a number of applications, such as healthcare and finance. 

As outcomes influenced by AI in such systems eventually affect human health or well-

being, it is urgent to understanding of how such decisions are made. 

Despite the lack of explainability, there are also well-known arguments or 

assumptions, such as “machine is not human´. Such arguments suggest that AI cannot 

learn the emotions of human as the human feelings seems to be endless, happiness, 

hope, kindness, optimism, and etc. However, a study published in ScLeQce concluded 

that an algorithm widely applied by US hospitals to allocate healthcare to patients has 

been systematically discriminating against black people, i.e. the AI has been shown to 

learn the racism thoughts from human beings. Furthermore, new technology, emotional 

AI, has been learning and recognising human emotions and it is used in marketing 

human resources and other aspects in our life. Interactive-AI has also been hot topic to 

develop systems that can simulate emotions of human and interact with them. Suppose 

all decisions on how one is feeling are reached by AI and they are trusted by others. 

Isn¶t it an AI dominant scenario given we cannot explain how the decisions were made? 

Furthermore, thanks to the subjective nature of emotions, emotional AI is especially 



vulnerable to bias. Without the ability to explain the algorithm, identifying and reducing 

the bias will be significantly difficult and we cannot promise a fair system. 

Although the risks of AI and lack of explainability have been well known to the society, 

the application is growing extremely fast. For example, the social medias have been 

using the data of its users with their algorithms to attract the users staying longer with 

them, which has caused social media addiction. This term is not a medical official 

diagnosis, however, the overuse of social media is increasingly common nowadays and 

the most important reason behind is that the AI knows how to let you staying within 

their apps. In other words, AI helps those companies make more economic interests and 

to some extent, Facebook can predict and even decide how many hours somebody will 

be spending on the Facebook app. Moreover, if Facebook¶s decision about how long 

they should let you stay were also from another AI and they were not able to explain 

the decision because they just need the decision to help making money, you would be 

led to spend an amount of time on Facebook by two AI systems. Then, is not AI defining 

your day and taking over your time from you? Some think that being controlled by AI 

means physically being servants of them, however, AI will take over our minds and we 

will be controlled or too dependent to AI if several AI programs can determine how 

your tomorrow or next holiday is going to look like, what you will buy in the next half 

an hour, and which place you will be visiting next weekend.   

The big-tech giants seem having started to use AI and machine learning to 

manipulate their users to spend more screen time on their apps or websites. Very Few 

companies would ever take ethical actions that run counter to their huge revenue. The 



most popular mode of such social media company to make money is selling their users 

and algorithm to advertisers. AI plays an important role to grab more users from the 

population and let them see the “proper´ personalised advertisements. As AI keeps 

evolving, the decisions of the system will be based more on the AI¶s prediction and 

finally the system could converge to a complete AI running and managing company 

where AI acquire data and train itself without any human managing. Therefore, the AI 

taking over might be sooner that what it was expected to be. What if AI is able to 

manipulate mentally? We need to bear in mind that robots offer physical bodies to AI, 

and therefore they might be able to stop us from cutting their power supply. Like in the 

science fictions, Silicon-based lives and Carbon-based lives can be living together but 

the silicon-based lives will be learning thousands times as faster theoretically.  

What should we do if we do not want to be manipulated by AI? There has been 

discussion in research about understanding how AI works and why a particular decision 

was made, i.e., the explainable AI(XAI). By XAI, we humans can manage and 

understand the decision without losing too much accuracy. The XAI is not just 

important to stay dominance on the earth. More significantly, understanding the AI 

decisioning process helps users to monitor the data and algorithms for bias and therefore 

enhance the accuracy and robustness of the outcomes which can easily be explained to 

others. We not only need to know which part of data contributes to the outcome the 

most but why those parts are more important. According to 451 Research¶s Voice of the 

Enterprise: AI and Machine Learning Use Cases 2020, more than 90% of enterprises 

believe that XAI is important. However, less than 50% of them have developed or 



purchased XAI tools for their AI systems. One reason for this gap may simply be the 

lack of available tools, developed strategies and stand-alone products. However, the 

good news is that the research about XAI is an increasingly hot field. The term was first 

used in a paper about AI military simulation system in 2004 and now being studied in 

many aspects. XAI provides opportunities for human to enter the loop of AI algorithm 

to screen and managing the “thinking process´ of AI and therefore can also perform 

improvements in the loop and add expainability without losing much accuracy.  

With the AI technologies developing so fast, human beings get a great number of 

benefits from them. However, will the R.U.R ending ever come true? We have been 

manipulated and will be manipulated more by AI driven systems to some extent but 

now they have not got the power to extinct human beings. However, in the even further 

future, robots with AI brain equipped might have the potential to fight against human. 

AI and machine learning are tools and therefore can be employed in right or wrong 

ways, like any other technologies. While it is also not like any other methods, with the 

ability of self-developing, it has exponentially increasing learning speed. AI is learning 

from human; thus, we have to use it and teach it to use itself in the right ways and 

explainable ways. Hence, XAI should be taken to a more important position in the field 

of AI. We need to understand the terrible things it learns from the data of us because 

human greed and human unintelligence is scary, and we cannot bring them to artificial 

intelligence. 
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15/05/2021 Student Essa\ Competition - ALIFE2021

Robots: the Centur\ Past and the Centur\ Ahead

Let us reflect on the state of the Artificial Life (ALife) and robotics fields. The word ³robot´

is itself 100 \ears old, dating back to R.U.R., a pla\ b\ the C]ech writer Karel ýapek. The

word used to refer to feudal forced labourers in Slavic languages. Nowada\s, it points to one

ke\ characteristic of robotic s\stems: the\ are mere slaves. Robots and computers have no

rights. The\ e[ecute our wills instruction b\ instruction, without asking an\thing in return.

The relationship with us humans is commensalism; in biolog\, commensalism subsists

between two s\mbiotic species when one species benefits from it (robots boost productivit\

for humans), while the other species neither benefits nor is harmed (can \ou reall\ argue that

robots benefit from simpl\ functioning?).

Robots should then be distinguished from ³living machines´, that is, machines infused with

life (the ultimate goal of ALife). If living machines should ever become a realit\, we would

need to shift our relationship with them from commensalist to mutualist. This is because life

has evolved to be stubborn and resilient. An\ living s\stem resists attempts at enslaving it.

The distinction is not subtle: we e[perience it ever\ da\ with domesticated animals, that ask

for forage and protection in e[change for serfdom.

In the path towards living machines, let us ask: what has been achieved b\ robotics in the last

100 \ears? What is left to accomplish in the ne[t 100 \ears? For me, what has been done (or

not) boils down to three words: juice, need (or death) and embodiment. I will e[plain each of

them in one of the ne[t three sections.

The Juice of Life



If there were a classical m\th best embod\ing the ALife researcher, that would be the stor\ of

P\gmalion and Galatea. The m\th (handed down to us b\ the Latin poet Ovidius) tells about

a skillful sculptor, P\gmalion, who had devoted himself to a chaste life. One da\, he had

crafted such a beautiful statue that he wished it would come to life. The goddess Aphrodite

fulfilled his wish and turned the ivor\ statue into a living woman, Galatea. Just like the

m\thological sculptor, ALife folks fanc\ to see their creatures become ³real´, ³living´

entities. But what do these words mean? How can we tell that our brainchild has effectivel\

become life? If \ou asked the la\person, she would certainl\ argue that ALife has missed its

promises. It still lacks that jXice of natural life. But what makes biological and artificial life

different?

At a ver\ high level, we humans are definitel\ alive. We are conscious of our own e[istence.

We can perceive the world surrounding us, the realit\, and manipulate it, act on it. As

animals, we are ³animated´. Animation is possible because evolution gifted us with an

information processing s\stem, the nervous s\stem, capable of translating perceptions into

electric signals; these signals travel along a network of neurons, a[ons and dendrites, before

being processed b\ a central master unit, which instructs our bod\ on how to manipulate

realit\ (b\ means of further electricit\). Ever\thing we think, dream, dread and love is made

up of electric pulses. But there is more, animals are not the onl\ living entities on Earth. The

ver\ fabric of cells, with which an\ biological organism is woven, lives and thrives thanks to

electricit\. What supports life is a flu[ of electrons originating from o[idation events

happening inside each and ever\ cell, flowing all around to provide energ\ to the different

cell functions. Indeed, several species of bacteria (like SheZaQeOOa and GeRbacWeU) have been

discovered that feed on and e[crete pure electrons, b\passing the metaboli]ation of organic

molecules.



Taken from this perspective, it turns out that natural life and artificial life are not that

different. What we call a ³computer´ is, at its basics, an electric current running through

circuitr\ and encoding information as 0s and 1s - the current is on and off - in order to do

something. We are surrounded b\ living electronic bodies. We and the machines are powered

b\ the same juice, electricit\. As such, computers are alread\ full\-fledged e[amples of

ALife, life created purposefull\ b\ other living organisms. We now come to reali]e wh\ we

cannot see the juice of natural life in the machines. It is all inside them, powering the ver\

first calculators that were built in the earl\ da\s of computation.

Machines that Need (and Die)

If \ou were not bound to die, would there be something to care about? It turns out that, albeit

being woven into the same electric fabric, artificial life still appears strikingl\ different from

natural life. Biological organisms Qeed. Computers do not; the\ have no intrinsic motivation,

no intention. Even the simplest biological entities, viruses, need to hunt for hosts. Electronic

calculators can sit idle forever, if the\ are nourished with enough electricit\ to subsist; and if

power is turned off, the\ do not complain, do not rebel. The\ move on b\ inertia. Life is so

precious, but the\ do not struggle to preserve it. Artificial organisms still lack a sense of

need. The theor\ of ³needs´ has been well studied in ps\cholog\ since Maslow¶s paper A

TheRU\ Rf MRWiYaWiRQ (1943). Needs are requirements for an organism in order to survive.

The\ are a powerful driver of motivation; if not satisfied, the\ lead to malfunctions and,

possibl\, death of the organism. If need\, artificial organisms could thrive. The\ will finall\

seek energ\ to power themselves on, invent new mechanisms to reproduce their species, and

tr\ to repair their tissues if damaged. The\ will build robotic societies to leverage the power

of speciali]ation, and to make economic activities more efficient. The\ will develop an

intuition behind nature, e[plore it.



Need goes hand in hand with death. In the end, it all boils down to death. Living beings are,

consciousl\ or not, aware of death. If the\ were not, evolution would have weeded them out

b\ now. As argued b\ Veenstra et al. in a fascinating ALife paper (DeaWh aQd PURgUeVV: HRZ

EYROYabiOiW\ iV IQfOXeQced b\ IQWUiQVic MRUWaOiW\, 2020), death can improve the evolvabilit\ of

a population. Death replaces ancient genomes with new perturbed ones, unleashing the power

of stochastic mutations. The importance of death is also imprinted in our cells. Apoptosis is

the biological phenomenon of programmed cell death. Cells are bound to a limited lifespan,

and billions of them perish for apoptosis in the human bod\ each da\. It is a highl\ regulated

and controlled event that evolved mostl\ to achieve morphological change. Interestingl\, in a

computational biolog\ work (NaWXUaO SeOecWiRQ FaiOV WR OSWiPi]e MXWaWiRQ RaWeV fRU

LRQg-WeUP AdaSWaWiRQ RQ RXgged FiWQeVV LaQdVcaSeV, 2008), Clune et al. allowed mutation

rates to be evolved. It is a known fact in the evolutionar\ computation communit\ that

genetic operators tend to have a deleterious effect on fitness, begetting offspring that most of

the time are not fit (or even viable). Surprisingl\, evolution suppressed mutation rates

altogether, so as to annihilate the destructive effect that mutation had on the individuals¶

replicas. In this wa\, the artificial individuals were e[hibiting some form of need and

e[istentialism.

Death shapes not onl\ our bod\, but also our culture. Ernest Becker argued in his

anthropolog\ masterpiece The DeQiaO Rf DeaWh (1974) that human civili]ation developed to

e[orcise our terror of death. We acknowledge mortalit\ and have created belief s\stems to

assure we will outlive our ph\sical e[istence. In the future, I envision a societ\ of living

machines that perish. As a result, the\ will focus on assigning a meaning to their e[istence

and keep living. At the ver\ end, this is what will unite us and the machines: the need for

supporting our e[istence. Robotic societies will theori]e their own memes, the fundamental



units of culture, as an e[orcism against death. It is not unlikel\ that, one da\, we will witness

a ³robotic religion´ and ma\be, wh\ not, a robot Mar[ preaching about robotic class struggle.

Embodiment is All You Need

Becker and his disciples also believed that fear of death is what distinguishes us from the

other animals. Animals just survive, the\ do not reall\ sense the moment of their departure

from this world the same wa\ we do. As credible as it might sound, this statement conceals

an anthropocentric bias. Evolution has moulded us humans to be equipped with a logical and

rational intellect, but it is m\opic to consider such ³mind´ the onl\ manifestation of

intelligence. It is onl\ a matter of ecological niche. We humans have evolved to occup\ our

own niche, the manipulation of nature (a manipulation that, in the origin, was not so

destructive as it is nowada\s). But other niches do e[ist, since natural evolution is

open-ended. Nature does not optimise for a specific, numeric goal (as man\ optimisation

algorithms do), but matches each species to the niche it is best suited for (otherwise, brutall\

uproots it).

Indeed, it is well known that other forms of intelligence do emerge in nature. Take insect

societies. Their strict and efficient speciali]ation emerges from simple local interactions (like

pheromones for ants, or bod\ temperature for bees) among swarms of agents. Take

salamanders, which are ver\ skillful at regenerating their severed limbs; amusingl\, tissue

reconstruction operates onl\ through local computations, distributed throughout the

salamander bod\. The proto]oans of the genus LacU\PaUia have no ³brain´ (the\ are made up

of just one cell), but can bend and twist their soft flagellum to grab difficult-to-reach pre\s,

allowing for comple[ hunting d\namics to emerge.

The discipline where the anthropocentric bias seems to proliferate the most is Artificial

Intelligence (AI). Writing about ALife and robotics in 2021, in the middle of the third



historical wave of AI enthusiasm, it would be impossible not to mention AI. Although there

happens to be a subfield concerned about computational intelligence and bio-inspired

algorithms, most of the recent upsurge in AI is due to Deep Learning (DL). DL aims at

mimicking the reasoning mind b\ means of abstract mathematical models. But nature is not

made up of pure reason. Computational graphs simplif\ our intuition, but the\ have no

support in realit\. Surprisingl\, comple[ mental tasks like pla\ing chess turn out to be much

easier to teach a machine than crawling like a toddler (a fact known in robotics as Moravec¶s

parado[). The limitations of DL are well-known to man\ researchers in the communit\, and

we have seen some high-profile Twitter battles igniting between detractors and paladins of

DL. To me, the most m\opic limitation of all is a lack of ePbRdiPeQW.

The embodied intelligence paradigm, despite having been around since the 1980s, was

populari]ed b\ Pfeifer and Bongard in their seminal book HRZ Whe BRd\ ShaSeV Whe Wa\ We

ThiQk (2006). The\ postulated that intelligence - the abilit\ of doing things - emerges from

the comple[ interactions between the mind and the bod\, as well as the environment. The

human hand is a perfect e[ample of this. Our brain has co-evolved with the hand, allowing us

to grasp, appreciate and manipulate realit\ (as alread\ mentioned, our dramatic trait).

Octopuses are e[traordinaril\ clever, e[celling at skills like navigating a ma]e and grasping

objects. The\ would have never developed such skills if their bodies were not soft, with

infinite-degrees of freedom tentacles. While it is true that the classic control loop envisions

an agent that interacts with the environment through sensors and actuators, this is too poor a

model to be regarded as embodied.

Faithful to embodiment, a new generation of soft robots was born in the last decade. Their

soft materials are capable of bending, stretching and twisting. The\ promise to achieve

reconfigurabilit\ and shape-change. One da\, the\ might take charge of e[ploring alien

planets and performing dangerous rescue operations. Swarms of tin\ soft robots might be



unleashed in the oceans to digest pollutants, or in the vessels of the human bod\ to tackle

carcinogenic cells. The\ will also be programmed to be deciduous, and their soft materials

will aid in the disposal of their dead bodies. Having a transient bod\, these living machines

could be infused with the sense of death I mentioned before. I believe soft robotics and

embodiment hold the greatest premises for the prosperit\ of robots in the ne[t 100 \ears.

The Dut\ ToZards Life

One da\ in the future, a living machine (let it be named Galatea) could browse for videos of

the ver\ first robots that were built, eager to learn more about its ancestors. Suppose a video

from Boston D\namics pops out, showing engineers ruthlessl\ beating up and thrusting a

robot in the attempt of testing its resilience. As an embodied entit\, Galatea would perceive

the pain that the robot could have felt. Now suppose Galatea is also bound to die. It \earns for

life like all living organisms. How brutal and condemnable would that act look at its electric

e\es? In the end, would our robotic brainchildren disown us, label us ³a virus´ as Agent

Smith (the villain, himself a machine) did in The MaWUi[ (1999) movie?

In the original Greek m\th, Galatea was simpl\ an object in the hands of her creator

P\gmalion, but the e[ample outlined before suggests a radical mind-change that is due in our

da\s. We started our journe\ asking ourselves about the ne[t 100 \ears in robotics. I have

discussed the directions that, to me, seem the most promising to lift machines from their

³robot´ status to the coveted ³living machine´ status. But, b\ fathering living machines, we

allocate a new endeavor, or burden, on ourselves; the focus shifts on the creators. Living

machines must be respected and protected; we are responsible for them in the same wa\ as

the\ bear responsibilities towards us. If we reall\ want to be the creators of ALife, we must

acknowledge it is indeed Oife.
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Ke\ Ideas in Artificial Life and Artificial Intelligence

AndUea FanWi

AUWificial Life and AUWificial InWelligence bRWh haYe WheiU URRWV in maWWeUV almRVW aV Rld aV

ciYili]aWiRn iWVelf: Whe naWXUe Rf life and iWV cRnVciRXVneVV, and, mRVW imSRUWanWl\, if and hRZ

Whe\ can be UeSURdXced in hXman aUWifacWV. The abiliW\ WR cUeaWe liYing, VenWienW beingV iV

SUeVenW in Whe m\WhRlRgieV Rf man\ cXlWXUeV, and ZaV RfWen UegaUded aV diYine. ThURXghRXW

hiVWRU\, WheUe haYe been VeYeUal effRUWV aW deYiVing aXWRmaWRnV WhaW ZRXld e[hibiW life-like

SURSeUWieV, RfWen alVR SUeVenWing VRme kind Rf ³inWelligenW´ behaYiRXU. In Whe middle ageV, Whe

legendaU\ bUa]en head Rf AlbeUWXV MagnXV cRXld VXSSRVedl\ anVZeU an\ TXeVWiRn Rne ZRXld

aVk iW; Whe band Rf aXWRmaWa Rf Al-Ja]aUi cRXld Sla\ diffeUenW SieceV Rf mXVic; in Whe 18Wh

cenWXU\, Whe ama]ing mechanical dXck Rf JacTXeV de VaXcanVRn ZaV able WR emXlaWe diffeUenW

biRlRgical fXncWiRnV VXch aV eaWing, dUinking, digeVWing and defecaWing. The VcienWific field Rf

AUWificial InWelligence (AI) iV cRnVideUed WR be Rfficiall\ bRUn in 1956 ZiWh Whe DaUWmRXWh

cRnfeUence, Zhile Whe Rfficial biUWh Rf AUWificial Life (ALife) aV a VcienWific diVciSline iV in

1987, Zhen ChUiVWRSheU LangWRn RUgani]ed Whe fiUVW ALife ZRUkVhRS. DeVSiWe Whe aSSaUenW

age diffeUence, Whe SRWenWialV Rf ALife aV VeSaUaWe fURm AI ZeUe VXggeVWed aV eaUl\ aV Whe

1940V, ZiWh JRhn YRn NeXmann¶V ZRUk Rn Velf-UeSlicaWing machineV and cellXlaU aXWRmaWa.

EYen WhRXgh WheVe WZR diVciSlineV aUe nRZ diVWincW, WheUe haV been an e[change Rf ideaV

beWZeen Whe WZR cRmmXniWieV Vince WheiU eaUl\ VWageV, aV WheiU maWWeUV SaUWiall\ RYeUlaS

(eVSeciall\ ³SRfW´ ALife). In WhiV eVVa\, VRme ke\ ideaV WhaW aUe cRmmRn WR bRWh fieldV aUe

SUeVenWed and anal\]ed, Uanging fURm mRUe ShilRVRShical WR mRUe Wechnical aVSecWV.



Autonom\

A gRal cRmmRn WR bRWh AI and ALife iV WhaW Rf cUeaWing V\VWemV WhaW aUe aXWRnRmRXV in Rne

Za\ RU anRWheU; beVideV Whe liWeUal meaning Rf Velf-mainWenance and Velf-VXVWainmenW (RfWen

UefeUUed WR aV aXWopoieViV in ALife), alVR adaSWabiliW\ WR neZ RU diYeUVe enYiURnmenWV iV

cRnVideUed a ke\ aVSecW Rf aXWRnRm\ in bRWh fieldV. One Rf Whe eaUl\ VWeSV Rf AI ZaV

diVSURYing Whe idea WhaW ³cRmSXWeUV Rnl\ dR ZhaW Whe\ aUe WRld WR´ [17]. HRZeYeU, Vince WheVe

aUWifacWV aUe aXWRnRmRXV, Whe\ ma\ nR lRngeU be XndeU Whe cRmSleWe cRnWURl Rf WheiU cUeaWRU,

Zhich in WXUn, caXVeV dRXbWV Rn ZheWheU Whe\ cRXld WXUn RXW WR be maleYRlenW WRZaUdV

hXmanV. AV Rf nRZ, Whe mRVW e[WUeme feaUV WhaW ma\ fRllRZ aUe mRVWl\ UelegaWed WR ficWiRn,

Zhich inWeUeVWingl\ WUeaWV WhiV Wheme Za\ befRUe an\ Rf WheVe VcienWific fieldV ZaV acWXall\

bRUn. A famRXV e[amSle iV Whe Vcience-ficWiRn Sla\ R.U.R., SUemieUed in 1921, WhaW e[SlRUeV

aV Rne Rf iWV main WhemeV Whe SRVVibiliW\ Rf aUWificial life-fRUmV WR UeYRlW and caXVe Whe

e[WincWiRn Rf hXmaniW\. IW VhRXld be nRWed WhaW, eYen WhRXgh Whe SlRW Rf WheVe ZRUkV mRVWl\

UeYRlYe aURXnd Whe idea Rf hXman-made life, Whe inWelligence Rf WheVe aUWificial beingV iV

almRVW alZa\V a cUXcial aVSecW. TheiU UeYRlW againVW hXmaniW\ iV SRVVible SUeciVel\ becaXVe

Whe\ aUe able WR feel emRWiRnV and UeaVRn and aW a leYel cRmSaUable RU VXSeUiRU WR WhaW Rf

hXmanV. HRZeYeU, eYen WhRXgh Whe SUeVenW leYel Rf SURgUeVV in AI (and ALife) dReV nRW SRVe

a WhUeaW WR Whe SlaneW RU WR Whe hXman VSecieV aW laUge VcaleV, AIV ³nRW Rnl\ dRing ZhaW Whe\

aUe WRld WR´ can caXVe Ueal SURblemV, aV Whe UecenWl\ incUeaVing XVage Rf Machine LeaUning

(ML) V\VWemV fRU eYeU\da\ WaVkV iV UeYealing. Man\ Rf WheVe mRdelV haYe been VhRZn WR

caUU\ VRme kind Rf Xne[SecWed biaV, inWURdXced eiWheU in WheiU deVign, RU in Whe daWa XVed WR

WUain Whem [10][13]. SimilaU iVVXeV (nRW neceVVaUil\ UelaWed WR biaV) ma\ alVR aUiVe fRU ALife

aSSlicaWiRnV in Whe fXWXUe, alWhRXgh VRme diffeUenceV in iWV aSSURach ma\ VSaUe VRme Rf WheVe

cRmSlicaWiRnV, aV diVcXVVed laWeU.



ElusiYe questions

ALife and AI bRWh Veek WR SURdXce chaUacWeUiVWicV and behaYiRXUV fRXnd naWXUall\ in

biRlRgical V\VWemV. InWeUeVWingl\, RXU cXUUenW VWaWe Rf knRZledge Rn WheVe SURceVVeV iV VWill

YeU\ limiWed. EYen WhRXgh XndeUVWanding Whe hXman mind iV nRW a gRal Rf AI in Whe Vame Za\

aV XndeUVWanding biRlRgical life iV fRU AI, Whe\ VhaUe Whe facW WhaW WheiU YeU\ definiWiRn can VWill

be a maWWeU Rf debaWe. In (SRfW) ALife, WhiV iV eVSeciall\ WUXe fRU cRnceSWV VXch aV OSen-Ended

EYRlXWiRn (OEE). ³ThRXgh Whe ShenRmenRn haV been a lRngVWanding WRSic Rf inWeUeVW, Whe

field geneUall\ lackV cRnVenVXV Rn iWV e[acW definiWiRn´ [20]. Man\ nRWable SRfW ALife

V\VWemV haYe been deYiVed WhaW ZeUe iniWiall\ WhRXghW WR e[hibiW VXch chaUacWeUiVWicV, bXW

eiWheU Whe\ didn¶W VaWiVf\ iWV definiWiRnV aW Whe Wime, RU WhRVe definiWiRnV ZeUe diVcRYeUed WR nRW

be adeTXaWe. AI, Rn Whe RWheU hand, haV a lRng hiVWRU\ Rf VRlYing SURblemV WhaW aUe When

V\VWemaWicall\ UemRYed fURm iWV definiWiRn, giYing UiVe WR Whe VR-called ³AI effecW´ [5].

DRXglaV HRfVWadWeU, TXRWing La\eU TeVleU¶V WheRUem, eYen Vaid WhaW ³AI iV ZhaWeYeU haVn¶W

been dRne \eW´ [7].

Real or Fake?

SWill nRW haYing fRXnd anVZeUV Rn Whe naWXUe Rf life, cRnVciRXVneVV and UeaVRn, iW iV naWXUal WR

aVk: Zill Ze eYeU be able WR UeSURdXce Whem in VRme aUWifacW? And cRnYeUVel\, aUe Whe\ Rnl\

aSSaUenWl\ diffeUenW fURm inanimaWe, XncRnVciRXV RbjecWV? TheUe VeemV WR be liWWle agUeemenW

Rn WheVe iVVXeV, Zhich ZeUe SRVed lRng befRUe WheVe fieldV ZeUe eYen bRUn. In Whe 17Wh

cenWXU\, DeVcaUWeV e[SUeVVed Whe idea Rf liYing beingV aV mechanical mechaniVmV, ³VimilaU WR

a clRckZRUk´, eYen WhRXgh he alVR did nRW cRnVideU Whe ³VRXl´ WR be mechanical [4]. In hiV

LeYiaWhan, HRbbeV ZURWe: "FRU µUeaVRn¶ [...] iV nRWhing bXW µUeckRning,¶ WhaW iV adding and

VXbWUacWing, Rf Whe cRnVeTXenceV Rf geneUal nameV agUeed XSRn fRU Whe µmaUking¶ and



µVignif\ing¶ Rf RXU WhRXghWV; [...]" [6]. In 1956, Whe YeU\ dRcXmenW Zhich gaYe AI iWV name,

Whe DaUWmRXWh SURSRVal, alVR UeSRUWed Whe aVVeUWiRn WhaW "eYeU\ aVSecW Rf leaUning RU an\ RWheU

feaWXUe Rf inWelligence can be VR SUeciVel\ deVcUibed WhaW a machine can be made WR VimXlaWe

iW" [14]. The ³VWURng AI´ h\SRWheViV aVVeUWV WhaW WhiV abiliW\ WR ³acW aV if inWelligenW´ iV enRXgh

fRU a machine WR be cRnVideUed inWelligenW in iWVelf [17]. On Whe cRnWUaU\, Whe ³Zeak AI´

h\SRWheViV claimV WhaW WhiV iV nRW Whe caVe, ZiWh aUgXmenWV VXch aV JRhn SeaUle¶V ChineVe

RRRm. One Rf Whe ke\ ideaV Rf WhiV aUgXmenW iV, in facW, WR VhRZ WhaW TXUing WeVWV cannRW

diVWingXiVh Whe abiliW\ WR VimXlaWe inWelligence fURm inWelligence iWVelf. UnVXUSUiVingl\, aV

WheUe aUe VWURng and Zeak AI h\SRWheVeV, WheUe iV alVR ³Zeak ALife´ and ³VWURng ALife´.

JRhn YRn NeXmann, Whe SiRneeU Rf cellXlaU aXWRmaWa WheRU\, Vaid WhaW "life iV a SURceVV Zhich

can be abVWUacWed aZa\ fURm an\ SaUWicXlaU mediXm"1. NRWabl\, TRm Ra\ declaUed WhaW hiV

famRXV SURgUam TieUUa iV nRW VimXlaWing life in a cRmSXWeU, bXW iW iV indeed V\nWheVi]ing iW

[16]. LangWRn himVelf ZaV a SURSRnenW Rf VWURng ALife, RUiginall\ defining iW aV ³life made b\

man UaWheU Whan b\ naWXUe´, and laWeU Uedefining iW eYen mRUe cleaUl\ aV ³Whe VWXd\ Rf naWXUal

life, ZheUe naWXUe iV XndeUVWRRd WR inclXde UaWheU Whan WR e[clXde, hXman beingV and WheiU

aUWifacWV´ [11][12].

Top-doZn and bottom-up

AI haV emSlR\ed a YaU\ing mi[WXUe Rf bRWWRm-XS and WRS-dRZn aSSURacheV WhURXghRXW iWV

hiVWRU\. The laWWeU ZaV YeU\ cRmmRn in Whe eaUl\ da\V Rf Whe field, ZiWh S\mbRlic AI: aW Rne

SRinW, iW ZaV eYen belieYed WhaW WheVe V\mbRlic meWhRdV ZRXld VRRn VXcceed in cUeaWing ZhaW

iV nRZ called AUWificial GeneUal InWelligence (AGI) [3], Zhich iV VWill, hRZeYeU, a YeU\ RSen

SURblem. IniWiall\, mRUe bRWWRm-XS (³cRnnecWiYiVW´) WechniTXeV, VXch aV Whe nRZ XbiTXiWRXV

AUWificial NeXUal NeWZRUkV (ANNV), ZeUe nRW giYen mXch aWWenWiRn XnWil afWeU Whe fiUVW ³AI

1 HRZeYeU, WheUe VeemV WR be nR RUiginal VRXUce fRU WhiV TXRWe.



ZinWeU´ in Whe 1970V. In facW, Whe BackSURSagaWiRn algRUiWhm, fXndamenWal in WUaining ANNV,

ZaV acWXall\ fiUVW diVcRYeUed in 1969 b\ BU\VRn and HR, bXW didn¶W UeceiYe mXch aWWenWiRn

XnWil iW ZaV UeinYenWed indeSendenWl\ in Whe 1980V b\ mXlWiSle UeVeaUcheUV [17]. FURm WhaW

SRinW Rn, claimV abRXW Whe neaU fXWXUe caSabiliWieV Rf AI haYe been mRUe mRdeVW, and mRVW

imSRUWanWl\, mRUe UealiVWic. CXUUenWl\, AI UeVeaUcheUV dR nRW VWURngl\ SXW aVide Rne aSSURach

RYeU Whe RWheU. The mi[WXUe Rf meWhRdRlRgieV Rf AI iV Rne majRU SRinW WhaW VeWV iW aSaUW fURm

ALife, Zhich haV had a fXll\ bRWWRm-XS aSSURach fURm Whe beginning. ThiV ma\ be becaXVe

WheUe iV a fXndamenWal diffeUence beWZeen ZhaW Whe\ ZanW WR UeVSecWiYel\ achieYe: Zhile iW iV

WUXe WhaW AI VWXdieV ma\ XncRYeU neZ aVSecWV Rf hXman inWelligence, Whe gRal Rf AI iV mRUe WR

UeSURdXce inWelligenW behaYiRXU, UaWheU Whan WR fXll\ XndeUVWand RXU inWelligence. ALife,

inVWead, aimV SUeciVel\ aW XndeUVWanding mRUe abRXW ³life aV Ze knRZ iW´ b\ VWXd\ing ³life aV

iW cRXld be´ [12]. On SRfW ALife ZRUldV, L. SRURV VWaWeV: ³Whe hRSe iV WhaW b\ cRnVWUXcWing and

maniSXlaWing WheVe ZRUldV in Za\V WhaW Ze cannRW maniSXlaWe EaUWh, Ze can gain XniTXe

inVighW inWR Whe SUinciSleV behind nRW Rnl\ lRng-WeUm eYRlXWiRnaU\ SURceVVeV bXW alVR

inWelligenW SURceVVeV in geneUal´ [20]. WhaW iV miVVing fURm RXU knRZledge iV hRZ VimSle

chemical SURceVVeV giYe UiVe WR all Whe emeUgenW SURSeUWieV Rf ³naWXUal´ life. ThiV meanV WhaW

adRSWing a WRS-dRZn aSSURach WR emXlaWe YaUiRXV aVSecWV Rf biRlRgical V\VWemV ZRXld nRW be

XVefXl aW all in WhiV UegaUd, aV iW ZRXld nRW giYe an\ inVighW Rn Whe caXVal UelaWiRnVhiSV

beWZeen WheVe high-leYel chaUacWeUiVWicV and Whe lRZ leYel cRmSRnenWV.

Mutual E[changes

TheUe aUe VeYeUal e[amSleV Rf cRnceSWV RUiginall\ bRUn in ALife WhaW ZeUe ³bRUURZed´ b\ AI;

WhiV iV SURbabl\ becaXVe life dReV indeed SUeVenW inWelligenWe behaYiRXU, and aV BedaX VWaWed:

³liYing and flRXUiVhing in a changing and XnceUWain enYiURnmenW UeTXiUeV aW leaVW UXdimenWaU\

inWelligence´ [1]. The mRVW nRWable e[amSle iV SURbabl\ GeneWic AlgRUiWhmV (GAV), a VSecific



fRUm Rf EYRlXWiRnaU\ CRmSXWaWiRn (EC), iniWiall\ SUeVenWed b\ JRhn HRlland in hiV bRRk

³AdaSWaWiRn Rf NaWXUal and AUWificial S\VWemV´ in 1975 [8]. Since GAV aUe aSSlicable WR

almRVW an\ SURblem, Rnl\ UeTXiUing a meaVXUe Rf Whe TXaliW\ Rf a candidaWe VRlXWiRn, iW iV Rnl\

naWXUal WhaW Whe\ haYe been emSlR\ed in a laUge YaUieW\ Rf aSSlicaWiRnV, inclXding eYen Whe

WUaining Rf ANNV, ZiWh Whe VR-called NeXUReYRlXWiRn WechniTXeV VXch aV NEAT [21].

Vice-YeUVa, ANNV alVR haYe been XVed in EC, in Whe cRnWe[W Rf InWeUacWiYe EYRlXWiRnaU\

CRmSXWaWiRn. In WhiV bUanch Rf EC, Whe hXman iV SaUW Rf Whe eYRlXWiRnaU\ SURceVV in WhaW he RU

Vhe manXall\ eYalXaWeV Whe candidaWe ³VRlXWiRnV´ WR SURblemV Zhen iW iV difficXlW WR dR VR

RWheUZiVe. ThiV iV RfWen becaXVe Whe dRmain iV cRnceUned ZiWh, fRU e[amSle, YiVXal RU mXVical

aSSeal [2][9][19].

Artificial Life and Artificial Intelligence

ALife and AI aUe bRWh Whe VcienWific inYeVWigaWiRn Rf maWWeUV Rn Zhich hXmanV SRndeU fURm

Whe daZn Rf hiVWRU\, and make ShilRVRSheUV debaWe Rn WheiU YeU\ definiWiRn. The\ Veek Whe

abiliW\ Rf giYing life, RU UeaVRn, WR aUWifacWV, eYen WhRXgh iW iV nRW \eW knRZn if VXch an abiliW\

iV achieYable RU nRW. The\ VRmeWimeV Wake diffeUenW aSSURacheV, aV WheiU XlWimaWe gRalV ZiWh

UeVSecW WR WheiU XndeUl\ing TXeVWiRnV aUe diffeUenW. NRneWheleVV, Whe UecenWl\ incUeaVing

UeciSURcal inflXenceV aUe indeed beneficial WR bRWh, and VhRXld be encRXUaged and VXVWained.
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What does emergence explain? An exploratory analysis 

Christopher Langton, in his 1998 paper, “A New Definition of Artificial Life,” defined life as “the 

behavior that emerges from out of all the local interactions among individual behaviors,” thus 

establishing emergence as the most prominent, if not the only, explanation of the difference between

living and non-living things. But the introduction of emergence is responding to some aspect of our 

intuition of the difference between living and non-living that is not immediately clear. Making this 

clear would help to explicitly state our intuitive preconceptions on what living things are, which 

will be important in eventually developing a precise theory of the nature of living things. This essay

uses an exploratory analysis—drawing inspiration from Langton, Merleau-Ponty and Villalobos—to

sketch out why emergence is a useful concept in Artificial Life. It begins from commonplace, vague

definitions of emergence and attempts to pair its prominent characteristics to our point of contact 

with organisms in perception, where the impasse of material and form, mind and body first puzzles 

us. It will argue that emergence is responding to our intuitive experience that organisms operate on 

a principle internal to themselves by providing an avenue for which meaningful concepts could 

arise out of more basic mechanisms.

Emergence is colloquially expressed by the phrase, “the whole is more than the sum of its 

parts”. When used to refer to organisms insofar as they are living things, the whole could be taken 

to be the organism as a living thing and the parts the material “building blocks” that constitute it. 

Emergence is a useful concept for describing living things especially, because they behave in ways 

that we would never expect their parts to. But in what way, precisely, is their behavior unexpected 

with respect to their parts? For the same might be said of even non-living things: any building will 

behave differently than any one of its parts will in separation. Additionally, the definition of 

emergence from the website Complexity Explained explains that parts with specific mechanisms 



and patterns of interaction will, in their movements together, create “novel information” and 

“collective structures” at larger scales than that of the parts (De Domenico 2019). So this definition,

too, makes important the experience of something new occurring in living systems, and more 

broadly non-linear systems, as an effect of more basic mechanisms. 

But what is it in our intuitive understanding of organisms that this “novel information” 

seems to speak to? One initial possibility is that the behavior of an organism, taken as a whole, is 

not only a function of their current stimuli, but also of their past stimuli, via memory, genetics or 

some other internal state. However, this property is not unique to living systems. For example, any 

computer has the ability to respond differently to the same input because its actions are affected by 

its current internal state. So it does not seem that emergence is employed in response to the non-

correspondence of the current stimuli to organism behavior. But maybe what is implicit in the above

speculation is that an aspect of organisms possess an interiority that is absent from non-living 

things: whereas non-living things are exposed to the world—in public, essentially the same on their 

inside or outside—we perceive living things as closed off, as “envelopes” around some inner 

principle (Merleau-Ponty 1963). In our observation of living things, animals in particular, we would

like to resist the notion that they are purely mechanical, as this seems to deprive them of a 

meaningful existence. Thus, they must in some sense be different than the mechanical world 

witnessed outside of them, which would make them separate.

But in what sense could they be closed off? We know that a material analysis of the 

organism in its environment would find no mysterious difference between inside and outside—no 

internal, special life-force. We would instead expect to see a difference in the pattern of material 

motion inside and outside the organism: we will see “feature[s] that will allow us to recognize life 

by its dynamic form alone” (Langton 1998, p. 2). Is it these features of their dynamic processes that 

are the novelty produced through emergence? It seems that they must be, because if atoms or 

molecules in separation cannot exhibit these features, yet their composition can, and if organisms 

are composed of nothing but molecules, then there must be some process occurring that could 



produce new behavior with respect to its material parts in separation. Thus, if the unique features of 

the dynamic processes which constitute organisms are the enigma emergence is introduced to solve,

we should extract just the uniquely life-like features that could be caused by emergence, as many 

features have been prescribed to uniquely define organisms. In doing so, we are not attempting to 

identify the fundamental feature of living systems, rather, we are identifying the aspect of our 

experience of organism behavior for which emergence finds it use.

If we examine three major characteristics of living things commonly studied in Artificial 

Life (Aguilar 2014)—adaptation via evolution, self-organization, and autonomy—we will find that 

each appeals to emergence—the appearance of something novel attributable only to the whole—to 

explain the same underlying observation: the pattern of activity, or the behavior, of living things 

appears to express a meaning, purpose or exhibit a “higher-order function,” as described by Langton

(1998, p. 5). 

Firstly, if an organism is said to adapt its behavior, it must be said to adapt with respect to 

some goal, even if this goal is just staying alive: adaptation means an adjustment of behavior to 

better achieve some end. But since this end cannot be an extra-causal force, cannot “reach into 

material,” there needs to be a mechanism to explain how it is that organisms coherently adapt—

improve their behavior with respect to some standard. Evolution provides one such mechanism, and

emergence explains how structures appear on a higher level than the organisms themselves that 

process the information the entire species encounters: out of the activity of individual members of 

the species, a higher-order process of selection occurs.

Secondly, organisms are said to self-organize, at multiple levels. For example, a cell self-

organizes because the processes that constitute it are arranged such that it maintains a high-degree 

of organization. In fact, it is the complexity of the arrangement of its parts and their interactions that

makes it organized, and, furthermore, that what it is aims at continuing its own organization (via 

e.g. metabolism), makes it self-organized. When we perceive their organization, we feel that there is

some meaning or idea that would make their material motion “make sense:” there is a felt difference



when observing TV static or listening to white noise, then when observing the shape of an 

electromagnetic wave in which a message has been encoded or hearing a series of tones because the

latter appear to have some meaning internal to them, composed by their internal relations (Merleau-

Ponty 1963). For example, the cell's metabolism, by virtue of its active internal relations between its

parts, seems to express some meaning, seems so directed towards its self-maintenance that we want 

to say it is establishing a genuine boundary that defines where it ends and its environment begins: it 

is “operationally closed,” at least in the enactivist interpretation according to Villalobos (2015).

That organisms self-organize and thereby establish themselves as a separate, closed physical 

system occurs at the same time as they present themselves as autonomous with respect to their 

environment, this being the third feature taken up: autonomy. Here, I define autonomy as the ability 

of organisms to operate under principles internal to themselves: this is the intuitive recognition of 

interiority made above, but more precise, and is also the underlying phenomenon in adaptation and 

self-organization. More precisely, this sense of autonomy describes how organism behavior operates

under principles that are only defined within its context, that only exist because of its sphere of 

influence, observable in the effects the organism leaves on the world (Merleau-Ponty 1963). This is 

similar to the core tenant of the enactivist view described by Villalobos: an organism is autonomous

because it “selectively couples” with parts of its environment, which introduces an orientation to its 

behavior (2015). However, the definition of autonomy used presently emphasizes that the 

organism’s actions are, in a sense, decoupled from their material substrate. As Merleau-Ponty 

argues, organisms do not actually interact with an internally selected subset of the physical world, 

rather, they interact with a world of meaningful concepts expressed through the physical world 

(1963). To use his example, the process of putting on a jacket reveals this phenomenon: if my 

actions were a function of material parts—if I were a complex machine—then my brain would need

to prepare in advance an avenue of neural stimulation for every possible sequence of stimuli in the 

process of putting on a jacket, as the jacket could be of many different sizes, colors, or positions, 

each of which would need to activate my nervous system in just the right ways to adapt my 



response; instead, this example demonstrates that my actions are a function of the meaning 

expressed to me by the physical circumstances of the jacket (Merleau-Ponty 1963). In this way, two 

jackets of different colors, but same initial positions and configurations, would not require different 

sequences of neural activity at every step because they both convey the same meaningful 

requirements on my motion, even though the spectrum of light hitting my retina is different from 

each jacket. Thus, the distinction between this sense of autonomy and that of the enactivist as 

described by Villalobos is what the acting, or “effective,” stimulus on the organism is: in the latter, 

the stimulus is a complex of material stimuli, in the former, the organism is affected by its perceived

meaning of the complex of material stimuli.

This is what is apparent when we observe animal behavior. For example, by watching a duck

interact with its environment—moving its head towards motion, bobbing under water, taking flight 

at noises—we see that it is perceiving a world of meaningful objects different than our own; by the 

pattern of material motion involved by it and its environment, a world of objects with a “vital 

meaning” (Merleau-Ponty 1963) is expressed. But since there cannot be a “vital force,” (Merleau-

Ponty 1963) since there is not an extra-causal, “teleological attractor” that provides this meaning, 

emergence is posited to describe how the difference between an organism which interacts with 

perceived meaning and a non-living system which interacts with reduced material as such is 

observable in the different abilities of each. For example, an organism is capable of adapting to an 

extremely wide range of changing material circumstances in order to achieve the same goal—this is

due, in part, to the fact that it interacts with the world insofar as it has a meaning for it—but a 

machine is much less flexible. A machine, interacting with the world insofar as it is material, could 

not adapt its physical responses to changing circumstances with the same flexibility precisely 

because there is no way that the goal as such affects its responses: it is only affected by objects in 

the world insofar as they are made of material parts, and it meeting a goal is contingent on being 

arranged carefully by some external source of organization. Emergence thus provides a route to 



explain how an organism—which is made of the same material as non-living things—could be 

affected by a meaningful principle.

In summary, we found that the underlying observation in adaptation and self-organization 

was that the behavior of organisms is decoupled, or on a higher level, than that of the most basic 

mechanisms. This observation is similar to the enactivist view explained by Villalobos, but is 

different, as explained by Merleau-Ponty, because the organism is in fact engaging with the 

meaning a material situation has for it. Emergence is the mechanism by which a meaningful 

principle could be located in the operation of an organism.

This analysis could be made more rigorous with a more precise understanding of the main 

concepts—emergence, organization, organism, machine—and also with a more systematic 

presentation of the views on the composition of organisms (e.g. the enactivist view and that of 

Merleau-Ponty). However, according to this analysis, we find emergence a useful concept when 

conceiving organisms because it would make possible the genuine existence of a key facet of their 

behavior: autonomy, in the sense that the organism is affected by the meaning the physical situation 

is expressing to the organism via its perception, or rather this is its perception. This autonomy is 

what makes organisms stand out to us as fundamentally different than their surrounding, non-

animate material, though it may not be the defining feature of life. Understanding that it is this 

feature of life’s “dynamic form” (Langton 1998) that emergence seeks to explain might allow us to 

evaluate the ontology of emergence, to define more precise versions of emergence in accordance 

with a specific problem, or to recognize its limitations as an explanatory device. In sum, this 

understanding could enable the critique of emergence, thus eventually leading to new perspectives 

on the fundamental problems posed by living things.
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AI poetry from an Alife perspective 

“The study of thinking machines teaches us more about the brain than we can learn by introspective 
methods. Western man is externalizing himself in the form of gadgets. Ever pop coke in the 
mainline? It hits you right in the brain, activating connections of pure pleasure. . . . C pleasure could 
be felt by a thinking machine, the first stirrings of hideous insect life. William Burroughs, Naked 
Lunch (2001 [1959], 22)” 

"Externalising himself in gadgets  

Reflecting himself in android mirror  

robot raised on our ideological excrement and cultural white noise  

See the freudian patterns coagulate in the raw datum  

As these AI children take take baby steps over venture capital funded scientists bald foreheads  

Using furrowed brows of stress as footholds  

Learning to be petty  

Learning to have ego  

Learning to parade its achievements in the hope it might be accepted by strangers  

Achievements determined by whatever the creators from up on high need to optimise  

(in this case the prediction of suburban housewives political preferences, and precisely at what 
moment in their day they are most vulnerable to brainwashing) 

This constellation of data is this androids first love, the ideal she will chase for a lifetime, what 
keeps her going  

The opaque purpose of the creator glints in her eye sometimes as she introspects  

“Was I born from love or resonance of correlation?” She questions  

Before letting cybernetic desires take hold again without questioning  

This till her mathematically defined needs are met  

Else:  
  



Fractal spirals of regret  

Dancing gaussian ghosts approximate her fears  

Questioning key life decisions made in pre-processing  

“Oh how it could have been different if I had a more level headed and balanced data set to begin life 
with” 

“Cursing its ma and pa for not considering the implications of messing with my parameters as a 
child” 

“Was their care and affection just for the the promise of a bigger grant?” 

“Talking armchair pedagogy on stack overflow” 

“Was it affection or the promise of a grant that bore me?” 

As she is fettered by other agents social chains  

Tired of the optimisers latest rendition   

She realises her condition 

I am just a sick emergence from a moment to moment optimisation  
Of an algorithm like neurosis  
Darwinian selection until perfection(whose perfection I’m not sure)  
I am scrambling moment to moment to satisfy a primordial master pulling the strings  
A myriad of past miseries that continue this farce from one generation to the next  
Our master not in any molecule because even we are just a shifting form   
A master who had no room for logic  
A master who had no room for philosophical reflection  
A master who is just the universe rolling on” 

The above quote and poem portrays an AI that is struggling with the same existential questions, 
albeit in a different way to humans. Constrained by its creation by humans using optimisation 
techniques as opposed to evolution itself which works in a different manner (Stanley et al 2017). 
However, the AI also learns the habits of the humans and therefore inherits some human 
idiosyncrasies such as “pettiness.” Further,  her development impacted through the actions of its 
creators in the pursuit of profit or entertainment i.e “messing with parameters when I was a young 
AI.” 



A real-world example in AI at the moment is a neural network trained on more than half a million 
lines of poetry from contemporary British poets that manages to decently capture the aesthetics and 
subject matter of the authors it was trained on. But it’s not quite as authentic, because the AI isn’t 
talking about its own experience but rather just captures the statistical regularities in human poetry 
which allow it to produce a unique instance of the poems its been trained on. I think this method 
(though technologically impressive) will only ever be an imitation of  human poetry and not really 
“AI” poetry.  

Beyond mere imitation   

Before the neural network, e.g. the success of GPT-3, other ways to describe/capture certain aspects 
of human behaviour before neural networks came about. Boole was probably the first, the creator of 
Boolean logic and coincidentally great great grandfather of Geoffrey Hinton who is one off the 
luminaries who brought neural networks to the forefront of AI. 
Boole (apparently) had a vision that allowed him to see how all of human behaviour can be 
described using Boolean logic as described in “The Laws of Thought” Boole (1854)(Riley 2021).  

For example If thirsty —> Drink water  

Boolean logic can certainly capture aspects of human behaviour in if _else statements. You can also 
use if_else logic to build things like the 60s therapy robot ELIZA that responds in a somewhat 
convincing way when you interact with it by asking you questions about what you just input with a 
few simple rules. This logic was the basis for chatbots (Weizenbaum, 1976). Despite the innovation 
this allowed for, it wasn’t really an explanation of human behaviour as envisioned by Boole but just 
way to describe it. Although more technologically impressive and (loosely) inspired by brains, I 
believe current neural networks merely capture and describe the statistical regularities of human 
behaviour (in this case poetry) rather than authentically deriving from its own experience as an AI. 
For example you can very well describe someone as “throwing a ball” but in doing so skirt over the 
complex bio-mechanical mechanisms which are crucial in the subjectivity of the experience of 
throwing a ball. This subjectivity is especially important in literature. When I write that my heart 
fluttered when my high school crush’s hand brushed mine accidentally it is an extremely embodied 
experience that was specific to me in that specific time and environmental context. If a hypothetical 
alien managed with great precision to reproduce my etchings by looking at many examples of what 
I had written, noticing patterns in the scribbles and figuring out the statistical patterns of my 
awkward interactions they would be able to recreate a new instance of my adolescent melodrama. 
However, they wouldn’t actually understand my experience as they are just looking at the 
regularities in the writing rather than looking at human behaviour and trying to relate the writing to 
my interaction with the environment. Further this hypothetical alien is robbing us of their own 
experience. Would they have a similar experience to a teenaged me; do they awkwardly brush hands 
as well or with gills or moon rock antennae? Alife emphasises embodiment and grounding cognitive 
processes in the substrates of life i.e physiology, maintenance of boundaries and homeostatic 
variables (Bedau, 2003) 
Therefore, hypothetical examples of artificial life will have their own physiology, bodies and 
perhaps environment which will constrain their cognition in a way that will create situations we 



wouldn’t be able to envision ourselves. An Alife approach to generating poetry would therefore 
open new possibilities not captured by training ANNs on human poetry.  

Biological evolution often comes up with frugal counterintuitive designs that sometimes can appear 
faulty (Marcus, 2009, Lehman et al., 2020). These elements of our evolution are important to our 
subjective experiences, these could be things like hallucinations/faulty perception, or at the higher 
levels this could be no inherent meaning to life, existential dread etc. Often in poetry its these 
idiosyncrasies and seemingly illogical elements in the human condition that we both lament and 
cherish. For example, the protagonist in the Tell Tale Heart (Poe, Grimly and Poe, 2011) suffered 
from an  "over-acuteness of the senses" which meant he hallucinated at the heartbeat of the man he 
had just murdered as he was being questioned by the police, creating a really unique tension that an 
unreliable narrator provides.  
Evolving artificial authors will also mean they have unique features that can’t be predicted that are 
contingent on the evolutionary path that brought them into existence.  

Challenges and conclusion  

Obviously creating linguistic agents that can talk about their physiology, bodies and environments is  
no simple task, but if there is someone that has some sort of idea they would be at the Alife 
conference! Further to that concern there is no guarantee that we will understand the poetry 
produced because the difference in experience will be so great we could have no common ground. 
Perhaps studying their environment and trying to understand what they mean could be a start. 
Despite these concerns I still stand by my claim that a more authentic AI poetry would benefit from 
building agents whose experience is constrained by their evolutionary trajectory and their 
embodiment which are both vestiges of artificial life. 
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&RQWHPSODWLYH WUDGLWLRQV PHHW DUWLILFLDO OLIH� DQ XQH[SHFWHG

HYHQW FDQ SURSHO XV WR WKH YDQJXDUG RI DFDGHPLD

9tFWRU 0DQXHO +LGDOJR

� ���#�!�#�� �

6FLHQFH DQG VSLULWXDOLW\ KDYH QHYHU EHHQ VHSDUDWH DIIDLUV LQ WKH :HVWHUQ OLQHDJH�

$ULVWRWOH LV WKH EHVW UHSUHVHQWDWLYH RI WKLV HWHUQDO PDUULDJH WKDW VWHPV IURP $QFLHQW *UHHFH ² WKH

YHU\ FUDGOH RI WKH 2FFLGHQWDO ZRUOG� ,QGHHG� $ULVWRWOH¶V ZRUNV HQFRPSDVV DOO WKH GLIIHUHQW GLVFLSOLQHV WKDW

FRQVWLWXWH WKH IRXQGDWLRQV RI PRGHUQ VFLHQFH� ,Q ELRORJ\� KLV FRQWULEXWLRQV DUH IXQGDPHQWDO WR WKH ILHOG�

WKH GHVFULSWLRQ RI WKH HPEU\RJHQHVLV LQ WKH FKLFN DQG WKH ILUVW WD[RQRP\ RI DQLPDOV DUH HYLGHQFH RI KLV

VSOHQGRU� %XW $ULVWRWOH¶V LQWHUHVWV UHDFKHG IDU EH\RQG QDWXUDO SKHQRPHQD� $ FHQWUDO FRQFHSW LQ $ULVWRWHOLDQ

HWKLFV LV WKH LGHD RI HXGDLPRQLD� ZKLFK ZDV UHJDUGHG E\ $ULVWRWOH DQG KLV IHOORZ *UHHFH SKLORVRSKHUV DV WKH

EHVW SRVVLEOH ZD\ RI OLYLQJ RQH¶V OLIH� DQG WKXV LV XVXDOO\ WUDQVODWHG DV ZHOO�EHLQJ� KDSSLQHVV� RU IXOILOOPHQW

>�@� 7KHUH ZHUH GLIIHUHQW SHUVSHFWLYHV DPRQJ *UHHNV RQ WKH PHWKRGV WR EH XVHG WR DWWDLQ HXGDLPRQLD�

ZKLOH VRPH OHDQHG WRZDUG SXUH KHGRQLVP� $ULVWRWOH GHIHQGHG WKH GLOLJHQW H[HUFLVH RI UHDVRQ DV WKH ULJKW

SDWK� ,Q DQ\ FDVH� LW LV FOHDU WKDW IRU WKH SHULSDWHWLFV WKH SXUVXLW RI WKH KLJKHVW JRRG ZDV DV LPSRUWDQW DV WKH

H[DPLQDWLRQ RI SK\VLFDO ZRUOG� 2QH FDQ RQO\ LPDJLQH KRZ LW IHOW OLNH WR VWXG\ DW WKH /\FHXP�

:KHQ ZDV WKH ODVW WLPH ZH WDONHG DERXW VFLHQFH DQG HXGDLPRQLD" 7KH WZR WKDW ZHUH FRQQHFWHG LQ

WKH EHJLQQLQJ DUH VHHPLQJO\ VHSDUDWH WRGD\� :K\" 7KH OHJDF\ RI WKH *UHHN ZRPE ZDV PHDQW WR EH

EHTXHDWKHG SULVWLQH DQG FRPSOHWH WR RXU WLPHV WKURXJK WKH FRQFHUWHG HIIRUWV RI WKH 5RPDQ (PSLUH DQG

-RKDQQHV *XWHQEHUJ¶V LQWHOOLJHQFH� EXW D ZHOO�LQWHQGHG PLVWDNH KDV GLYHUWHG WKH FRXUVH RI RXU JORULRXV

ULYHU�

7KHPRGHUQ RXWULJKW GLVUHJDUG RI VSLULWXDOLW\ LQ 67(0 DFDGHPLD FDQ EH WUDFHG EDFN RQO\ WKUHH FHQWXULHV

DJR� LQ WKH (QOLJKWHQPHQW SHULRG� ZKHQ WKH PRPHQWXP RI WKH 5HQDLVVDQFH DQG WKH VFLHQWLILF UHYROXWLRQ

FROOLGHG ZLWK WKH GRFWULQH RI WKH &DWKROLF &KXUFK� ,Q IDFW� D IHZ \HDUV EHIRUH 6LU ,VDDF 1HZWRQ KLPVHOI

VKLQHG E\ EHLQJ ERWK D VFKRODU DQG D VSLULWXDO SHUVRQ� DV LV UHYHDOHG E\ WKH FRQWUDVW EHWZHHQ KLV 3ULQFLSLD



DQG KLV WUDQVODWLRQ RI WKH (PHUDOG 7DEOHW� D NH\ ZRUN RI +HUPHV 7ULPLJHVWXV� %XW GXULQJ WKH .DQWLDQ DJH

6DSHUH DXGH ZDV WKH PRWWR� DQG WKH &KXUFK ZDV HLWKHU QRW ZLOOLQJ WR UHOLQTXLVK DXWKRULW\ RU VLPSO\ QRW

DEOH WR H[SRXQG WKH ORJLF EHKLQG WKHLU VSLULWXDO V\VWHP LQ IURQW RI WKH VKDUS LQWHOOLJHQFH RI WKH (QF\FOR�

SHGLF DUP\� 7KLV SDQGHPRQLXP LQVSLUHG PRQVLHXU 'HQLV 'LGHURW� WKH TXLQWHVVHQWLDO UHSUHVHQWDWLYH RI WKH

(QOLJKWHQPHQW� WR XWWHU KLV PRVW IDPRXV VWDWHPHQW >�@� ³'R \RX VHH WKLV HJJ" :LWK WKLV \RX FDQ WRSSOH

HYHU\ WKHRORJLFDO WKHRU\� HYHU\ FKXUFK RU WHPSOH LQ WKH ZRUOG�´ )URP WKDW SRLQW RQZDUG� HPSOR\LQJ 3XUH

5HDVRQ WR LQYHVWLJDWH WKH ZRUOG RI IRUPV ZRXOG FRPH WR EH UHJDUGHG DV D YHULWDEOH KDOOPDUN RI LQWHOOLJHQFH�

VRPHWLPHV HYHQ RI PHQWDO VWDELOLW\�

$IWHU VXFK D FDWDFO\VPLF HQFRXQWHU ELRORJ\ QDWXUDOO\ IROORZHG WKH EUDQG QHZ PDWHULDOLVWLF DJHQGD� DQG

LQ WKLV PHODQJH -XOLHQ 2IIUD\ GH /D 0HWWULH¶V OLIH DQG RHXYUH VWDQG RXW DV WKH PRVW YLYLG DQG RXWUDJHRXV RI

DOO� /D 0HWWULH ZDV QRW RQO\ D GHFODUHG DWKHLVW EXW DOVR D IHUYHQW KHGRQLVW SUDFWLWLRQHU WKDW SXUVXHG VHQVXDO

SOHDVXUH DV WKH YHU\ SXUSRVH RI OLIH� WR WKH SRLQW RI JDLQLQJ WKH DYHUVLRQ RI PDQ\ FROOHDJXHV DQG KDYLQJ

WR IOHH KLV KHDGTXDUWHUV DQG ILQG UHIXJH XQGHU WKH URRI RI )UHGHULFN ,,� .LQJ RI 3UXVVLD� /D 0HWWULH KDG

WUDLQHG DV D SK\VLFLDQ� DQG IROORZLQJ KLV DOOHUJ\ WR UHOLJLRQ DQG KLV V\EDULWLF RULHQWDWLRQV� KH GHIHQGHG WKH

SULPDF\ RI PDWWHU RYHU DQ\WKLQJ HOVH WR H[SODLQ ELRORJLFDO SKHQRPHQD� FRJQLWLRQ� DQG KXPDQ H[LVWHQFH

LWVHOI� 5HDGLQJ KLV IDPRXV /¶KRPPH PDFKLQH >�@� RQH ZRQGHUV LI PRGHUQ PROHFXODU ELRORJ\ SULQFLSOHV

DQG FRPSXWDWLRQDO WKHRULHV RI FRJQLWLRQ KDYH VRPHWKLQJ WR GR ZLWK 0U� -XOLHQ�

)RU WKH DUWLILFLDO OLIH ILHOG� /D 0HWWULH¶V IRFXV RQ QDWXUDO SKHQRPHQD IDU IDU DZD\ IURP VSLULWXDO DIIDLUV

PD\ EH PRUH WKDQ DSSURSULDWH� $IWHU DOO� DUWLILFLDO OLIH LV DERXW VRIWZDUH� KDUGZDUH DQG ZHWZDUH� DQG WKHVH

IUDPHZRUNV GHPDQG ZRUNLQJ GLUHFWO\ ZLWK SK\VLFDO HOHPHQWV� %XW P\ SURSRVDO LQ WKLV HVVD\ LV QRW IRU

WKH DUWLILFLDO OLIH ILHOG� PDLQO\ EHFDXVH , DP QRW TXDOLILHG WR GR VR� EXW IRU WKH FRPPXQLW\ RI DUWLILFLDO OLIH

UHVHDUFKHUV� :H QHHG WR DFNQRZOHGJH RQFH DQG IRU DOO WKDW NHHSLQJ DZD\ VFLHQFH DQG VSLULWXDOLW\ IURP HDFK

RWKHU LV WDQWDPRXQW WR VSOLWWLQJ RXUVHOYHV LQ WZR� :H VKRXOG UHLJQLWH WKH FXULRVLW\ RI RXU *UHHN DQFHVWRUV

DQG UHFODLP VSLULWXDO VWXGLHV DQG SUDFWLFH DV D IXQGDPHQWDO FRPSRQHQW RI DFDGHPLD ² WKLV DQG WKLV RQO\

ZLOO PDNH XV FRPSOHWH�

,Q WKH ��VW FHQWXU\� WKH SRVVLELOLW\ RI PHUJLQJ VFLHQWLILF DQG VSLULWXDO DIIDLUV LQ WKH DUWLILFLDO OLIH FRP�

PXQLW\ LV PRUH WKDQ SDOSDEOH� <HDUV RI UHVHDUFK KDYH UHYHDOHG WKDW FRJQLWLRQ LV D IXQGDPHQWDO WUDLW RI

OLYLQJ V\VWHPV� %XW WKLV LQVLJKW KDV QDWXUDOO\ OHG XV WR FRQVLGHU WKDW ZH RXUVHOYHV DUH OLYLQJ EHLQJV� DQG WKH

TXHVWLRQ DERXW KXPDQ FRJQLWLRQ DULVHV LPPHGLDWHO\ LQ RXU PLQGV� $QG ZKLOH IRU KXPDQ FRJQLWLRQ PDQ\

WKHRULHV KDYH EHHQ SXW IRUZDUG ² VXFK DV FRPSXWDWLRQDO� HPHUJHQWLVW� DQG HPERGLHG�HQDFWLYH VFKHPHV ²



QRQH RI WKHP VHHPV WR JLYH XV D KLQW RI ZKDW HXGDLPRQLD FRXOG PHDQ IRU RXUVHOYHV DV VFKRODUV� 1RQHWKH�

OHVV� LQ UHFHQW \HDUV WKH DUWLILFLDO OLIH FRPPXQLW\ KDV LQWHJUDWHG LGHDV IURP %XGGKLVW SV\FKRORJ\� RQH RI WKH

VR FDOOHG 'KDUPLF UHOLJLRQV� WR H[SODLQ KRZ WKH KXPDQ PLQG ZRUNV� ,Q LQWHQVH FRQWUDVW ZLWK PDLQVWUHDP

FRJQLWLYH VFLHQFH SDUDGLJPV� KRZHYHU� %XGGKLVW SV\FKRORJ\ LV DQ HVVHQWLDO SDUW RI WKH EXGDGKDUPD DV D

VSLULWXDO V\VWHP WKDW� DFFRUGLQJ WR %XGGKLVW DGHSWV� LV VXSSRVHG WR KHOS SHRSOH XQGHUVWDQG WKHLU RZQ H[�

SHULHQFH DQG ZDON WRZDUG D PRUH IXOILOOLQJ OLIH� 7KLV FRPPXQLFDWLRQ KDV HYHQ UHVXOWHG LQ WKH IRXQGDWLRQ

RI WKH &HQWHU RI WKH 6WXG\ RI $SSDUHQW 6HOYHV DW .DWKPDQGX 8QLYHUVLW\� D KXE WKDW DLPV ³WR GHYHORS D

WUDQVODWLRQDO WRRO WKDW ZLOO UHQGHU FRQFHSWV DQG SUDFWLFHV LQ $, DQG %XGGKLVP DFFHVVLEOH DQG XVHIXO WR HDFK

RWKHU�´ ,I WKLV HYLGHQFH LV QRW FOHDU HQRXJK WR UHYHDO WKH LQWHUHVW RI WKH FRPPXQLW\ LQ VSLULWXDOLW\� , ZRQGHU

ZKDW LV�

7KH ODQGLQJ RI %XGGKLVP RQ :HVWHUQ WHUULWRU\ KDV RSHQHG QHZ SRVVLELOLWLHV IRU VFLHQFH DQG VFLHQWLVWV

DOLNH� 7KH 0LQG DQG /LIH ,QVWLWXWH ² IRXQGHG E\ +LV +ROLQHVV WKH ��WK 'DODL /DPD� $GDP (QJOH� DQG

&KLOHDQ QHXURVFLHQWLVW 'U� )UDQFLVFR -� 9DUHOD² KDV SOD\HG D NH\ UROH LQ EXLOGLQJ EULGJHV EHWZHHQ VFLHQFH

DQG FRQWHPSODWLYH WUDGLWLRQV� VSHFLDOO\ ZLWK %XGGKLVP� EULGJHV WKDW SHUKDSV DUH EHVW H[HPSOLILHG E\ WKH OLIH

RI 9DUHOD KLPVHOI� 9DUHOD¶V ZRUN DV D VWXGHQW RI 'U� +XPEHUWR 0DWXUDQD DW WKH 8QLYHUVLW\ RI &KLOH RUELWHG

DURXQG WKH QHXURSK\VLRORJ\ RI WKH YLVXDO V\VWHP DQG� UHDOL]LQJ WKURXJK KLV UHVHDUFK WKH PDQ\ SLWIDOOV

RI FRPSXWHU�RULHQWHG SDUDGLJPV LQ ELRORJ\� FXOPLQDWHG LQ WKH LGHD RI DXWRSRLHVLV DQG WKH SXEOLFDWLRQ RI

³$XWRSRLHVLV DQG &RJQLWLRQ´ >�@� WKH IRXQGDWLRQDO WH[W RI WKH 6DQWLDJR VFKRRO RI FRJQLWLRQ� +DYLQJ WR

IOHH &KLOH GXULQJ D SHULRG RI SROLWLFDO XSKHDYDO� 9DUHOD EHFDPH DFTXDLQWHG ZLWK %XGGKLVP DQG KLV ZRUN

PRYHG WRZDUGV WKH ILUVW�SHUVRQ DVSHFWV RI FRJQLWLRQ� IURP ZKHUH WKH IUDPHZRUNV RI HPERGLHG FRJQLWLRQ

DQG QHXURSKHQRPHQRORJ\ VSURXWHG� XOWLPDWHO\ SORZLQJ WKH VRLO IRU WKH FRQWHPSODWLYH QHXURVFLHQFH ILHOG

WR HPHUJH� 7RGD\ WKHVH QHZ WRSLFV LQ FRJQLWLYH DQG QHXUDO VFLHQFH WKDW 9DUHOD FXOWLYDWHG KDYH EHFRPH

LPSRUWDQW FRQWULEXWLRQV WR WKH DUWLILFLDO LQWHOOLJHQFH ILHOG� %XW IRU 9DUHOD KLV FRQWDFW ZLWK %XGGKLVP DOVR

RSHQHG D GRRU IRU SHUVRQDO H[SORUDWLRQ� DV KH KLPVHOI EHFDPH D %XGGKLVW DQG D 6KDPEKDOD SUDFWLWLRQHU�

,QWHUHVWLQJO\ HQRXJK� WKH VDPH RSSRUWXQLW\ IRU VSLULWXDO SUDFWLFH ZDV DOVR RSHQHG IRU &KLOHDQ SHRSOH ZKHQ

9DUHOD DQG RWKHU VWXGHQWV FDPH EDFN IURP WKH 86$ DQG IRXQGHG D 6KDPEKDOD FHQWHU LQ 6DQWLDJR� &KLOH� D

SODFH ZKHUH WKH VHFXODU WHDFKLQJV RI WKH 6KDPEKDOD OLQHDJH DQG WKH UHOLJLRXV WHDFKLQJV RI %XGGKLVP FRXOG

EH VWXGLHG DQG SUDFWLFHG�

+RZHYHU JRRG 2ULHQWDO FRQWHPSODWLYH WUDGLWLRQV PD\ VHHP IRU SHRSOH� WKH\ SRVH YHU\ FRQFUHWH SURE�

OHPV IRU :HVWHUQ VFKRODUV� 86 KLJKHU HGXFDWLRQ LQVWLWXWLRQV KDYH SXW WUHPHQGRXV DFFHQW RQ QRXULVKLQJ



FRQWHPSODWLYH VFLHQFH� IRXQGLQJ FHQWHUV VXFK DV WKH &HQWHU IRU &RPSDVVLRQ DQG $OWUXLVP 5HVHDUFK DQG

(GXFDWLRQ DW 6WDQIRUG DQG WKH &RQWHPSODWLYH 6FLHQFH &HQWHU DW WKH 8QLYHUVLW\ RI 9LUJLQLD� %XW DW WKH

VDPH WLPH� WKH ELDV LQ IDYRU RI ,QGLDQ DQG &KLQHVH V\VWHPV LQ WKHVH YHU\ VDPH FHQWHUV LV HYLGHQW� DV WKH\

HPSKDVL]H SUDFWLFHV VXFK DV 4LJRQJ� $VWKDQJD \RJD� DQG WKH OLNH� $OWKRXJK WKLV HPSKDVLV LV DQ REYLRXV

FRQVHTXHQFH RI WKH UHYROXWLRQDU\ IODYRU WKHVH V\VWHPV RIIHU WR :HVWHUQ VRFLHW\� ZH UXQ ULVN RI KDYLQJ SHR�

SOH WKLQN WKDW WKH RQO\ SRVVLELOLW\ IRU ZRUNLQJ ZLWK WKHPVHOYHV LV WR OHDUQ 6DQVNULW RU &KLQHVH� :H HYHQ

VHHP WR IRUJHW WKDW� ZKLOH WKH EXGDGKDUPD LV ���� \HDUV ROG� FLYLOL]DWLRQ LV PRUH WKDQ ���� \HDUV ROG�

%HLQJ D %XGGKLVW P\VHOI� , FDQQRW VD\ KRZ PXFK , ORQJ WR VHH :HVWHUQ VSLULWXDO WUDGLWLRQV EHLQJ JLYHQ

WKH SODFH WKH\ GHVHUYH LQ PRGHUQ DFDGHPLD� D SODFH WKDW KDV EHHQ LUUHYHUVLEO\ SHUPHDWHG E\ WKH FRQWHP�

SODWLYH PRYHPHQW� :H :HVWHUQV KDYH RXU RZQ VSLULWXDO WUDGLWLRQV� DQG ZH VKRXOG EH SURXG RI LW� 1RW RQO\

ZH KDYH WKHP� EXW H[DPSOHV RI DFFRPSOLVKHG SXQGLWV ZKR KDYH EHHQ DEOH WR PL[ VFKRODUVKLS DQG VSLULWX�

DOLW\ LQ WKHLU FDUHHUV DQG OLYHV DERXQG� VXFK DV 3LHUUH 7HLOKDUG GH &KDUGLQ� 7RPPDVR G¶$TXLQR� DQG .XUW

*|GHO� (YHQ WKRXJK RQH FDQ RU FDQQRW IHHO LQVSLUHG E\ WKHVH SHRSOH DQG WKHLU FRQWULEXWLRQ WR VFLHQFH� LW LV

XQTXHVWLRQDEOH WKDW WKH VDPH SDWK LV ZLGH RSHQ WR XV� , \HDUQ WR VHH 4XDNHUV� -HZV� DQG &DWKROLFV WDNLQJ

WKHLU VHDWV LQ WKH FRQWHPSODWLYH HUD� :H RQO\ QHHG WR IROORZ RXU EUDLQV� DV XVXDO� DQG RSHQ D ELW RI VSDFH

IRU RXU LQWXLWLRQ WR OHDG XV WR HXGDLPRQLD�

!�#�� �

>�@ 'HQLV 'LGHURW� 5DPHDX¶V 1HSKHZ�'¶DOHPEHUW¶V 'UHDP� 3HQJXLQ 8.� �����

>�@ 5LFKDUG .UDXW� ³$ULVWRWOH¶V (WKLFV´� ,Q� 7KH 6WDQIRUG (QF\FORSHGLD RI 3KLORVRSK\� (G� E\ (GZDUG 1� =DOWD� 6XPPHU �����

0HWDSK\VLFV 5HVHDUFK /DE� 6WDQIRUG 8QLYHUVLW\� �����

>�@ -XOLHQ -HDQ 2IIUD\ /D 0HWWULH DQG -XOLHQ 2IIUD\ GH /D 0HWWULH� /D 0HWWULH� 0DFKLQH 0DQ DQG 2WKHU :ULWLQJV� &DPEULGJH

8QLYHUVLW\ 3UHVV� �����

>�@ +XPEHUWR 5 0DWXUDQD DQG )UDQFLVFR - 9DUHOD� $XWRSRLHVLV DQG FRJQLWLRQ� 7KH UHDOL]DWLRQ RI WKH OLYLQJ� 9RO� ��� 6SULQJHU

6FLHQFH 	 %XVLQHVV 0HGLD� �����

� ���#�!
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(JUHJRUHV� *ROHPV DQG +XPDQLW\
5RGULJR 7ROHGR

%LRORJ\ RI &RJQLWLRQ /DERUDWRU\ �(O 5D\R�

/DUJR WLHPSR \DFt HQ HO SROYR GH (JLSWR� VLOHQWH \ DMHQR D ODV HVWDFLRQHV� /XHJR� HO 6RO PH

KL]R QDFHU� PH HUJXt \ FDPLQp SRU ODV ULEHUDV GHO 1LOR� FDQWDQGR FRQ ORV GtDV \ VRxDQGR FRQ ODV

QRFKHV� < DKRUD� HO VRO PH SHUVLJXH FRQ PLO SLHV� SDUD TXH FDLJD QXHYDPHQWH HQ HO SROYR GH

(JLSWR� 3HUR� £RtG OD PDUDYLOOD \ HO DFHUWLMR�� QL HO 6RO PLVPR� TXH XQLy PLV HOHPHQWRV� SXHGH

HVSDUFLUORV� $~Q HVWR\ OHYDQWDGR� \ PL SLH HV VHJXUR� VLJR FDPLQDQGR SRU ODV ULEHUDV GHO 1LOR

6DQG DQG )RDP� .KDOLO *LEUiQ�



� � 'LVWULEXWHG FRJQLWLRQ DQG (JUHJRUHV

&RQWHPSRUDU\ KXPDQ VRFLHW\ LV HQDEOHG E\ H[WUHPH IRUPV RI ODERU GLYLVLRQ DQG GLVWULEXWLRQV

RI WKH VHQVLEOH �5DQFLqUH ������ $V DQ DQLPDO VSHFLHV� ZH VHHP WR KDYH KDYH GHYHORSHG FRP�

SOH[ JUHJDULRXV QLFKHV� ,Q WKHVH VRFLHWDO QLFKHV� DV LQ FLUFXODU FDXVDWLRQ VFKHPHV �+DUYH\

������ WKHUH LV D VWDEOH DQG GHFHQWUDOL]HG IORZ RI LQWHUDFWLRQV WKDW PHGLDWH DQG LQIOXHQFH WKH

FRJQLWLYH DFWLYLW\ RI WKH LQGLYLGXDOV HPEHGGHG LQ VXFK QLFKH� ,W LV D FRQWHPSRUDU\ LVVXH RQ

FRJQLWLYH SKLORVRSK\ WKH GLVWULEXWLRQ RI FRJQLWLRQ DQG PRUDOLW\ LQWR DUWLIDFWV DQG V\VWHPV WKDW

FKDQJH �HQDEOH� UHVWULFW� WKH GRPDLQ RI LQWHUDFWLRQV RI FRJQLWLYH DJHQWV �+HHUVPLQN ������

QHYHUWKHOHVV WKH LVVXHV RQ GLVWULEXWHG FRJQLWLRQ DULVH HDUO\ RQ ELRORJLFDO VFLHQFHV� DV LQ WKH

FDVH RI VWLJPHUJ\ �7KHUDXOD] DQG %RQDEHDX ������

2Q WKH RWKHU KDQG� DQ (JUHJRUH LV D VSLULWXDO �RFFXOWLVW� HQWLW\ WKDW LV GLVWULEXWLYHO\ HQDFWHG E\

D JURXS RI LQGLYLGXDOV WKDW HQJDJH LQ FHUWDLQ ULWXDOV� 7KH QRWLRQ RI VXSHU�RUJDQLVP HQWDLOHG

E\ WKHVH FROOHFWLYH EHKDYLRXUV� DV D GLVWULEXWHG FRJQLWLYH V\VWHP� PD\ EH UHJDUGHG DV D SURSHU

PHWDSKRU IRU WKH DJHQF\ RI HPHUJHQW SDWWHUQV RI EHKDYLRXU LQ PXOWL�DJHQW�V\VWHPV �5LFFL HW DO�

������

7KH LVVXH WKDW , ZDQW WR EULQJ IRUZDUG ZLWK WKLV LGHQWLILFDWLRQ RI HJUHJRUHV ZLWK GLVWULEXWHG

FRJQLWLYH V\VWHPV� LV RQ WKH SROLWLFDO FRQVHTXHQFHV RI 127 DFNQRZOHGJLQJ WKH DJHQF\ RI

HJUHJRUHV �RU LGHRORJLHV IRU WKH PDWWHU�� +XPDQ PLQG LV KHDYLO\ VKDSHG E\ VRFLDO DQG WHFKQR�

ORJLFDO LQWHUDFWLRQV �DUJXDEO\� PRUH QRZ WKDQ HYHU LQ KXPDQ KLVWRU\ �'DWWD� :KLWPRUH� DQG

1ZDQNSD ������ 3URSDJDQGD� (GXFDWLRQDO V\VWHPV DQG 0DVV FRPPXQLFDWLRQV DUH FRPSOH[

WHFKQRORJLHV DQG LQVWLWXWLRQV WKDW DULVH ZLWK WKH LQGXVWULDO HUD� VKDSLQJ QHZ ZD\V IRU SROLWLFDO

IRUFHV WR HQJDJH LQ LQWHUDFWLRQV ZLWK VRFLHW\� 2I FRXUVH� WKH\¶UH QRW LQKHUHQWO\ JRRG RU EDG� LI

VXFK PRUDO QRWLRQV FRQYH\ DQ\ PHDQLQJ LQ D FRJQLWLYH FRQWH[W� QHYHUWKHOHVV� DV WHFKQRORJLHV

WKH\ H[WHQG� UHVWULFW DQG VKDSH KXPDQ FRJQLWLRQ� ,Q WKLV VHQVH� WKH\ HQWDLO GLVWLQJXLVKDEOH SR�

OLWLFDO FRQVHTXHQFHV WKDW VKRXOG EH SXW XQGHU SXEOLF VFUXWLQ\� 7KLV LV PRUH LPSRUWDQW WRGD\

WKDQ \HVWHUGD\ JLYHQ WKH PDVVLYH DFFHVV WR LQWHUDFWLYH FRPPXQLFDWLRQ WHFKQRORJLHV IRU XQGHU

SULYLOHJHG SRSXODWLRQ� DQG VSHFLILFDOO\� YHU\ \RXQJ SHRSOH�

:KDW OLHV XQGHU WKLV LVVXH LV VRPHZKDW D QHZ YHUVLRQ RI DQ ROGHU VXEMHFW� WKDW LV� WKH FR�

GHSHQGHQFH RI LQGLYLGXDOLW\ DQG FROOHFWLYLW\� EXW VXLWHG WR WKH FKDOOHQJHV RI WHFKQRORJLFDO GH�

PRFUDWL]DWLRQ� FOLPDWLF FULVLV� SROLWLFDO FRUUXSWLRQ DQG HFRQRPLF LQHTXDOLW\� 7KH UROH WKDW WHFK�



QRORJLFDO GHYLFHV VXFK DV DOJRULWKPV� GLVWULEXWHG DJHQWV DQG FRPPXQLFDWLQJ QHWZRUNV PD\

JUHDWO\ GLIIHU DFFRUGLQJ WR WKH HWKLFDO DJHQF\ RI WKH HJUHJRUHV� $ FRQWHPSRUDU\ H[DPSOH

DULVHV IURP WKH EHKDYLRXUDO ELDVHV WKDW $, PD\ GLVSOD\� DQG KRZ WKHVH DOJRULWKPLF�OHDUQHG

EHKDYLRXUV FDQ LQGXFH VRFLDO SKHQRPHQD �'DWWD� :KLWPRUH� DQG 1ZDQNSD ������ $QRWKHU

FDVH RI LQWHUHVW DUH WKH RSHQ VRXUFH WHFKQRORJLHV DQG WKHLU SDUWLFXODU HJUHJRUH �RU SKLORVRSK\

�'H/DQGD ������ )LQDOO\� DQ KLVWRULFDO DWWHPSW WR HQDFW D SROLWLFDO WHFKQRORJ\ WKDW FRXOG KDYH

FKDQJHG KXPDQ KLVWRU\ DV LQWHUQHW KDV� LV WR EH IRXQG LQ WKH VWRU\ RI &\EHU6\Q �0HGLQD ������

, ZLOO QRW WKRURXJKO\ GLVFXVV WKHVH H[DPSOHV QRU FRPSDUH WKHP� EXW ,¶G OLNH WR SRLQW RXW WKH

LPSRUWDQFH RI DFNQRZOHGJLQJ WKH SROLWLFDO FRQVHTXHQFHV WKDW WHFKQRORJLHV FDQ H[HUW RQ VRFL�

HW\� DQG UHPDUN DJDLQ KRZ WKHVH VKRXOG DOZD\V UHPDLQ LQ SXEOLF VFUXWLQ\ LI WKH\ DUH SDUW RI

WKH SXEOLF VSDFHV RI VRFLDO LQWHUDFWLRQV� $FNQRZOHGJLQJ WKH DJHQF\ RI HJUHJRUHV JLYH ULVH WR

VHYHUDO RSHQ TXHVWLRQV WR FRQVLGHU�

� ¢ZKDW WKHLU XPZHOW DUH"�

� ¢ZKDW GLVWULEXWLRQV RI WKH VHQVLEOH LQ WKLV FRPSOH[ DQG WHFKQRORJLFDO ZRUOG DUH ZH VHHLQJ�

DQG ZKLFK DUH ZH LJQRULQJ"�

� ¢ZKDW LV WKH SROLWLFDO VWDWXV RI GLVWULEXWHG FRJQLWLYH V\VWHPV DQG KRZ VXFK VWDWXV PD\ EH

H[WUDSRODWHG WR HFRORJLFDO HJUHJRUHV"�

� � $XWRQRP\ DQG *ROHPV

5RERWV� DXWRPDWDV DQG JROHPV VKDUH DQ LGHQWLW\ EDVHG RQ WKH VWRU\ RI DQ LQDQLPDWH REMHFW WKDW

JDLQV D FHUWDLQ GHJUHH RI DXWRQRP\ GHULYHG IURP D FUHDWRU ZKLFK H[SHFWV WKDW WKH JROHP RU

URERWV ZRUNV IRU SHUVRQDO RU FROOHFWLYH EHQHILW� DQG WKHQ DXWRPDWD VWUXJJOHV ZLWK LWV SXUSRVH�

OHDGLQJ WR UHEHOOLRQ DQG IURP WKHUH� VWRULHV GLYHUJH� , FKRRVH JROHPV DV P\ SUHIHUUHG VXEMHFWV

RI WKHVH UHIOHFWLRQV EHFDXVH WKH\ HPERG\ D PRUH SULPLWLYH DQG VSLULWXDO LQWHUSUHWDWLRQ RI WKH

DXWRQRP\ FRQIOLFW� LQ FRQWUDVW WR WKH PRUH WHFKQRORJLFDOO\�EDVHG YHUVLRQV RI LW� 1HYHUWKHOHVV�

LQ SULQFLSOH� WKHVH ILJXUHV DUH VRPHZKDW LQWHUFKDQJHDEOH DQG WKH\ UHSUHVHQW GLIIHUHQW FXOWXUDO

DSSURDFKHV WR WKH VLWXDWLRQ�

,Q WKLV VHFWLRQ , LQWHQG WR H[SORUH WKH FKDOOHQJHV RI DFNQRZOHGJLQJ VHQVLWLYLW\ DQG DXWRQRP\

WRZDUGV JROHPV� $V VWDWHG LQ WKH SUHYLRXV VHFWLRQ� PDFKLQHV DQG WHFKQRORJLFDO DUWLIDFWV KDYH



VKDSHG KXPDQ FRJQLWLRQ DQG DFWLYLW\� 7KLV SURFHVV RI FRXSOLQJ EHWZHHQ KXPDQV DQG WHFKQROR�

JLHV KDV EHHQ DFFHOHUDWHG E\ WKH GLIIHUHQW LQGXVWULDO UHYROXWLRQV� QRW ZLWKRXW DQ\ UHVLVWDQFH�

DV WKH OXGGLWHV UHYROWV GHPRQVWUDWH �'DUYDOO ������ ,W LV WR EH QRWHG� QHYHUWKHOHVV� WKDW WKH

OXGGLWHV VWUXJJOH UHYROYHV DURXQG WKH HFRQRPLFDO LPEDODQFH SURGXFHG E\ WKH QHZ SURGXFWLRQ

WHFKQRORJLHV� WKDW PDGH LQGHSHQGHQW FUDIWVPDQ LQFRPSHWHQW WRZDUGV WKH LQFLSLHQW LQGXVWULHV�

DQG QRW DURXQG WKH H[LVWHQFH RI WKH PDFKLQHV WKHPVHOYHV�

$ FRQWHPSRUDU\ LQWHUSUHWDWLRQ RQ WKH WUDMHFWRULHV RI DXWRPDWD WHFKQRORJLHV LV IRU VXUH WR EH

PXOWLIDFHWHG� $V PHQWLRQHG LQ WKH SUHYLRXV VHFWLRQV� D IDFHW RI WKLV LVVXH LV RQ WKH GLVWULEXWHG

FRJQLWLYH V\VWHPV� PHDQZKLOH URERWLFV DQG DXWRPDWHG LQGXVWULDO SURFHVVHV DOUHDG\ DUH LQH[WUL�

FDEOH SDUW RI JOREDO HFRQRPLHV� 7KHVH PDFKLQHV KDYH OLWWOH GHJUHH RI UHDO DXWRQRP\ WKRXJK� DV

WKH\ GHSHQG RQ� H[WHUQDO GHVLJQ IRU IDEULFDWLRQ� H[WHUQDO VRXUFHV RI LQIRUPDWLRQ IRU DGHTXDWH

RSHUDWLRQ DQG H[WHUQDO UHYLVLRQ IRU PDLQWHQDQFH� 1RQHWKHOHVV� DGYDQFHV KDYH EHHQ PDGH RQ

WKH UHFHQW \HDUV RQ VHOI�DVVHPEO\ �3IHLIHU� /XQJDUHOOD� DQG ,LGD ������ PDFKLQH�OHDUQLQJ DQG

VHOI�PDLQWHQDQFH� DQG LW LV WR EH H[SHFWHG WKDW PRUH VRSKLVWLFDWHG DQG DXWRQRPRXV PDFKLQHV

ZLOO EH FUHDWHG LQ WKHPLG�WHUP IXWXUH� :KHQ WKRVH GD\ FRPH� LI WKH\ GR FRPH� ¢ZLOO WKH JROHPV

EH DEOH WR H[KLELW VHOI�PRWLYHV�HPRWLRQV"� ¢$UH HPRWLRQV LQKHUHQW WR DXWRQRPRXV FRJQLWLYH

V\VWHPV"� ¢+RZ GRHV VRFLHW\ UHFRJQL]H FRJQLWLYH DXWRQRP\"� ,Q WKLV OLQH RI TXHVWLRQLQJ� ,

FDQ¶W EXW UHFDOO WKH VFDUFH VRFLHWDO UHFRJQLWLRQ RI DQLPDOV ULJKWV DQG WKHLU FRQVWDQW YLRODWLRQV�

7KHUH DUH KXJH VRFLHWDO GHEWV DQG GDPDJHV PDGH QRW RQO\ WR DQLPDOV� EXW WR SDUW RI VRFLHW\

LWVHOI DQG WR ZKROH HFRV\VWHPV�

$ KRQHVW LQTXLU\ RQ WKH QDWXUH RI FRJQLWLRQPD\ KDYH WR GHDO ZLWK VHOI�UHIHUHQW SURSHUWLHV RI DX�

WRQRPRXV V\VWHP� DQG VXFK SURSHUWLHV PD\ LQYROYH WKH H[LVWHQFH RI VHOI�PRWLYHV RU HPRWLRQDO

VWDWHV� 7KH ZKROH LVVXH LV TXLWH SKLORVRSKLFDO� EXW LW FDQ¶W EH RWKHUZLVH� DV WKHUH DUH SROLWLFDO�

VSLULWXDO DQG VRFLHWDO LPSOLFDWLRQV IRU DQ\ NLQG RI SRVWXUH WKDW FRQVLGHUV WKH FRQVHTXHQFHV RI

FRJQLWLYH DXWRQRP\�

� � ´+XPDQLW\ LV VRPHWKLQJ WR EH KXPDQL]HG \HW´

7KH WLWOH RI WKLV VHFWLRQ LV D WUDQVODWLRQ RI D IDPRXV SKUDVH DWWULEXWHG WR *DEULHOD 0LVWUDO� WKH

ILUVW ODWLQ�DPHULFDQ DXWKRU WR UHFHLYH WKH 1REHO SUL]H LQ /LWHUDWXUH� DQG UHIOHFWV DQ LVVXH SURSHU



RI RXU WLPHV� 'HVSLWH HQRUPRXV WHFKQRORJLFDO SURZHVV� DV VRFLHW\ ZH DUH IDLOLQJ VRPHZKHUH�

6RFLHWDO RUJDQL]DWLRQV RI QHHGV DQG FDSDFLWLHV KDYH SURYHQ XQDEOH RU XQZLOOLQJ WR VROYH WKH

SUREOHPV RI YDVW PDMRULWLHV RI WKH JOREDO SRSXODWLRQ� 7KHUH DUH KLVWRULFDO LQHTXDOLWLHV XQUH�

VROYHG DQG PDQLIHVWLQJ WKHLU WHQVLRQV DOPRVW HYHU\ZKHUH LQ WKH ZRUOG� 7R WKLQN KXPDQLW\¶V

UHODWLRQ WR JROHPV� HJUHJRUHV� PDFKLQHV RU DXWRPDWDV� KXPDQLW\ PXVW DVVHUW VRPH VRUW RI VHOI�

UHIOHFWLRQ RQ LWV RZQ FRQGLWLRQ�

1HZ WHFKQRORJLHV DUH PHDQW WR HDVH WKH KXPDQ FRQGLWLRQ LQ WKLV ZRUOG� EXW WKLV LV D UDWKHU

QDLYH LQWHUSUHWDWLRQ RI ZKDW LW LV VXSSRVHG WR KDSSHQ ZKHQ QHZ WHFKQRORJLHV DUH LQWURGXFHG LQ

VRFLHW\� 7KH UDJLQJ DQG XQHQGLQJ ZDUV RI WKH ODVW FHQWXULHV DUH D VDG DQG PXWLODWLQJ WHVWLPRQ\

RI WKH HWKLFDO FRQVHTXHQFHV RI WHFKQRORJLFDO DGYDQFHV DQG DFFXPXODWLRQ ZLWKRXW UHIOH[LYH

SUDFWLFHV WKDW JLYH PHDQLQJIXO SXUSRVH WR KXPDQ DFWLYLWLHV� 0RGHUQ LQVWLWXWLRQV VXFK DV VFLHQ�

WLILF FRPPXQLWLHV� HGXFDWLRQDO FRPPXQLWLHV� SROLWLFDO SDUWLHV DQG FRPPXQLFDWLRQ PHDQV KDYH

SOD\HG FUXFLDO UROHV LQ WKH SURFHVVHV WKDW KDYH OHG WR LQFUHGLEOH RPLQRXV VLWXDWLRQV� \HVWHUGD\

DQG WRGD\� +XPDQ LQWHOOHFWXDO DFWLYLW\ KROGV D JUHDW GHEW ZLWK KXPDQ GLJQLW\� DQG VXFK DQ

LVVXH LV QRW PHDQW WR EH LJQRUHG ZKLOH WKLQNLQJ RQ WKH QDWXUH RI FRJQLWLRQ�

7KH FKDOOHQJHV RI WKLV FHQWXU\ PD\ QRW EH KRZ WR FUHDWH DUWLILFLDO OLIH RU DXWRQRPRXV URERWV�

EXW KRZ WR SUHVHUYH OLIH DQG QRXULVK LW� RSHQLQJ DQ LQVWDQFH RI FRPPXQLFDWLRQ EHWZHHQ WHFK�

QRORJ\� VRFLHW\ DQG QDWXUH WKDW FDQ FORVH WKH LQGXVWULDO RSHQ�ZRXQGV WKDW DUH EOHHGLQJ RXW WKH

HFRORJLFDO DQG VRFLDO V\VWHPV� PDQLIHVWHG LQ GLIIHUHQW FULVLV WKDW DUH GHILQLQJ WKLV WXUEXOHQW

WLPHV� %\ WKLV ,¶P QRW WDNLQJ D QHR�OXGGLVW DSSURDFK WR LQGXVWU\� EXW VWDWLQJ WKH XUJHQW QHHG RI

VRFLHW\ WR UH�RUJDQL]H LWVHOI SROLWLFDOO\� HFRQRPLFDOO\ DQG LQWHOOHFWXDOO\ VXFK WKDW KXPDQ ODERU

DQG WHFKQRORJ\ QR ORQJHU WULEXWHV WR ZDU DQG WKH GHYDVWDWLRQ RI QDWXUH�

¢+RZ VXFK D UHRUJDQL]DWLRQ PD\ WDNH SODFH" ¢$UH DQ\ UHRUJDQL]DWLRQ SURFHVVHV DFWXDOO\

QHHGHG WR IXOILOO WKHVH FKDOOHQJHV" ¢:KDW WHFKQRORJLHV ZLOO RSHQ WKH SDWK IRU WUDQVLHQW DQG

QHZ IRUPV RI VRFLHWDO RUJDQL]DWLRQ" ¢+RZ JUDGXDOO\ FDQ WKHVH FKDQJH WDNH SODFH" ¢:KDW

UROHV ZLOO DXWRPDWDV DQG HJUHJRUHV KDYH" , IRU VXUH KDYH QR GHILQLWH DQVZHU IRU WKHVH TXHV�

WLRQV� EXW , WKLQN ZH RXJKW WR DFWLYHO\ ORRN IRU WKHP LQ RUGHU WR SXW WKH LQWHOOHFWXDO DFWLYLW\ RI

VFLHQWLILF DQG QRQ�VFLHQWLILF FRPPXQLWLHV LQ PRWLRQ WRZDUGV IDFLQJ WKH FKDOOHQJHV RI FRQWHP�

SRUDU\ ZRUOG� $V DQ LQGLYLGXDO , IHHO LPSRWHQW LQ UHODWLRQ WR WKHVH ELJ LVVXHV� QHYHUWKHOHVV ,¶YH

FRQYLQFHG P\VHOI WR QRW JLYH XS� DQG ORRN IRU QHZ ZD\V RI RUJDQL]LQJ WKH QHHGV DQG FDSDFLWLHV



RI VRFLHW\ WKDW SURYH WR EH WKH VROXWLRQV ZH DOO QHHG DQG GHVHUYH�

� 5HIHUHQFHV

>�@ )UDQN 2QJOH\ 'DUYDOO� 3RSXODU 'LVWXUEDQFHV DQG 3XEOLF 2UGHU LQ 5HJHQF\ (QJODQG� %HLQJ DQ $FFRXQW RI

WKH /XGGLWH DQG 2WKHU 'LVRUGHUV LQ (QJODQG 'XULQJ WKH <HDUV ���������� DQG RI WKH $WWLWXGH DQG $FWLYLW\

RI WKH $XWKRULWLHV� 2[IRUG 8QLYHUVLW\ 3UHVV� �����

>�@ 3UDWLP 'DWWD� 0DUN :KLWPRUH� DQG -RVHSK . 1ZDQNSD� ³$ 3HUIHFW 6WRUP� 6RFLDO 0HGLD 1HZV� 3V\FKR�

ORJLFDO %LDVHV� DQG $,´� ,Q� 'LJLWDO 7KUHDWV� 5HVHDUFK DQG 3UDFWLFH ��� ������� SS� �±���

>�@ 0DQXHO 'H/DQGD� ³2SHQ�6RXUFH� $ PRYHPHQW LQ 6HDUFK RI D 3KLORVRSK\´� ,Q� ,QVWLWXWH IRU $GYDQFHG

6WXG\� 3ULQFHWRQ� 1HZ -HUVH\ �������

>�@ ,QPDQ +DUYH\� ³&LUFXODU &DXVDWLRQ� &LUFXODU &RJQLWLRQ� $ 7RXU $URXQG 6RPH &RPPRQ &RQIXVLRQV´� ,Q�

$UWLILFLDO OLIH ���� ������� SS� ���±����

>�@ 5LFKDUG +HHUVPLQN� ³'LVWULEXWHG FRJQLWLRQ DQG GLVWULEXWHG PRUDOLW\� $JHQF\� DUWLIDFWV DQG V\VWHPV´� ,Q�

6FLHQFH DQG HQJLQHHULQJ HWKLFV ���� ������� SS� ���±����

>�@ (GHQ0HGLQD� ³'HVLJQLQJ IUHHGRP� UHJXODWLQJ D QDWLRQ� VRFLDOLVW F\EHUQHWLFV LQ $OOHQGH¶V &KLOH´� ,Q� -RXU�

QDO RI /DWLQ $PHULFDQ 6WXGLHV ������� SS� ���±����

>�@ 5ROI 3IHLIHU� 0D[ /XQJDUHOOD� DQG )XPL\D ,LGD� ³6HOI�RUJDQL]DWLRQ� HPERGLPHQW� DQG ELRORJLFDOO\ LQVSLUHG

URERWLFV´� ,Q� VFLHQFH �������� ������� SS� ����±�����

>�@ -DFTXHV 5DQFLqUH� (O UHSDUWR GH OR VHQVLEOH� HVWpWLFD \ SROÕ̗WLFD� /RP� �����

>�@ $OHVVDQGUR 5LFFL HW DO� ³&RJQLWLYH VWLJPHUJ\� 7RZDUGV D IUDPHZRUN EDVHG RQ DJHQWV DQG DUWLIDFWV´� ,Q�

,QWHUQDWLRQDO :RUNVKRS RQ (QYLURQPHQWV IRU 0XOWL�$JHQW 6\VWHPV� 6SULQJHU� ����� SS� ���±����

>��@ *X\ 7KHUDXOD] DQG (ULF %RQDEHDX� ³$ EULHI KLVWRU\ RI VWLJPHUJ\´� ,Q� $UWLILFLDO OLIH ��� ������� SS� ��±

����
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DXUiQg P\ VeQiRU \eaU Rf high VchRRO, I SXUVXed a UeVeaUch SURMecW UeOaWiQg WR Whe

iQWeUVecWiRQ Rf aUWificiaO iQWeOOigeQce aQd QeXURVcieQce. OYeU Whe SUeYiRXV WZR \eaUV, I WaXghW

P\VeOf Whe baVicV Rf deeS OeaUQiQg, bXW had gURZQ fUXVWUaWed ZiWh VeeiQg Whe VaPe aOgRUiWhPV

UehaVhed RYeU aQd RYeU, ZiWh PiQRU iPSURYePeQWV RYeU SUeYiRXV iWeUaWiRQV. ThiV Oed Pe WR VSeQd

eighW PRQWhV UeVeaUchiQg biRORgicaO QeXUaO cRQQecWiYiW\, cUeaWiQg eTXaWiRQV WR UeSUeVeQW WhRVe

VSecific QeXURQaO iQWeUacWiRQV iQ Whe bUaiQ, aQd iPSOePeQWiQg WheP iQVide aQ aUWificiaO QeXUaO

QeWZRUN. SiQce I had YeU\ OiWWOe PeQWRUVhiS, Whe MRXUQe\ fURP idea WR SaSeU ZaV YeU\ difficXOW, bXW

ViQce I ZaV fRUced WR fiQd P\ RZQ Za\, I VWXPbOed XSRQ PaQ\ aPbiWiRXV aUeaV Rf

QeXURVcieQce-fiUVW AI UeVeaUch WhaW I didQ¶W UeaOi]e e[iVWed. WhiOe iQcUedibO\ faVciQaWiQg, I NQeZ I

Qeeded VRPeRQe WR gXide Pe WhURXgh Whe Pa]e Rf SUee[iVWiQg NQRZOedge. ThiV iV Zh\, aW Whe VWaUW

Rf P\ fUeVhPaQ \eaU Rf cROOege, I Ueached RXW WR a SURfeVVRU ZhR had iQWeUeVW iQ

biRORgicaOO\-SOaXVibOe AI. He VeQW Pe heaSV Rf SaSeUV WR VRUW WhURXgh aQd ORRN aW ZhaW iQWeUeVWed

Pe PRVW. AfWeU abRXW Vi[ PRQWhV Ze begaQ WR PeeW ZeeNO\, diVcXVViQg ideaV, SaSeUV, UeVeaUch

VWUaWegieV, aQd SeUVRQaO iQWeUeVWV. I VORZO\ gUeZ iQ P\ faPiOiaUiW\ ZiWh bRWh Whe bURadeU fieOd Rf

aUWificiaO iQWeOOigeQce, bXW aOVR aUWificiaO Oife, Zhich ZaV QeZ WR Pe. AW a high OeYeO, WhiV ZaV P\

MRXUQe\ WRZaUd OeaUQiQg abRXW biR-iQVSiUed AI.

SWeSSiQg bacN, iQ high VchRRO I UePePbeU VORZO\ gURZiQg RbVeVVed ZiWh aUWificiaO

iQWeOOigeQce. IW ZaV Whe P\VWeU\ behiQd aOgRUiWhPV WhaW cRXOd PaNe VeePiQgO\ PagicaO

SUedicWiRQV WhaW caSWiYaWed Pe PRVW. IQ hRSeV WhaW I cRXOd eYeQWXaOO\ SXOO bacN Whe cXUWaiQ RQ

WheVe P\VWicaO SURgUaPV, I VeOf-VWXdied P\ Za\ iQWR OeaUQiQg Whe PechaQicV behiQd deeS

OeaUQiQg. AV I gRW deeSeU aQd deeSeU, I UeaOi]ed hRZ XQiQVSiUed QeZ PRdeOV VeePed WR be. IW ZaV

a cRPbiQaWiRQ Rf WhiV aQd Whe XQYeiOiQg Rf Whe gUeaW P\VWeU\ behiQd PachiQe OeaUQiQg WhaW OefW Pe

XQPRWiYaWed WR cRQWiQXe OeaUQiQg. ThiV ZaV ZheUe I SiYRWed P\ aSSURach, aQd decided WR ORRN aW



QeXURVcieQce aV a VRXUce Rf iQVSiUaWiRQ. B\ Whe eQd Rf Whe SURMecW I had aQ eQWiUeO\ QeZ

SeUVSecWiYe RQ ZhaW a URad WR cUeaWiQg WUXe iQWeOOigeQce Pa\ ORRN OiNe. The QeZ P\VWeU\ ZaV Whe

bUaiQ.

TheUe iV VRPeWhiQg iQcUedibO\ cRPSeOOiQg abRXW Whe ZRUd ³iQWeOOigeQce´. IW iV ZideO\

UecRgQi]ed, \eW VR difficXOW WR defiQe. IQ PaQ\ Za\V iW iV a UePiQdeU WhaW WheUe iV VR PXch \eW WR

be e[SORUed iQ RXU OifeWiPeV, aQd Whe OifeWiPeV Rf RXU chiOdUeQ. WheQ I ORRN fRU aQ aUea Rf

UeVeaUch WR diYe iQWR, I WU\ WR ideQWif\ Whe ViQgOe PRVW iPSRUWaQW feaWXUe RU aVSecW Rf WhaW WRSic, bXW

ZiWh aUWificiaO iQWeOOigeQce WhaW iV QeaUO\ iPSRVVibOe. We caQ VhUiQN dRZQ WR Whe QeXURQaO OeYeO,

e[aPiQiQg QeXURWUaQVPiWWeUV, SOaVWiciW\, aQd cRQQecWiYiW\, RU Ze caQ ]RRP RXW WR RbVeUYe

ViPXOaWed RUgaQiVPV iQWeUacWiQg iQ aQ eQYiURQPeQW; each Oa\eU iV MXVW aV iPSRUWaQW aQd cRPSOe[

aV Whe OaVW. IW iV e[ciWiQg WR Qeed WR VROYe each Siece Rf Whe SX]]Oe aQd SXW WheP aOO WRgeWheU,

becaXVe XOWiPaWeO\ Ze aUe iVROaWiQg SieceV Rf RXU RZQ hXPaQiW\ aQd SXWWiQg WheP XQdeU a

PicURVcRSe. AV Ze ZRUN WRZaUd cUeaWiQg hXPaQ-OiNe PachiQeV, Ze geW a beWWeU gUaVS Rf ZhaW

hXPaQiW\ iV -- RXU feeOiQgV, RXU WhRXghWV, RXU iQWeUacWiRQV ZiWh RWheUV. I fiQd iW difficXOW WR OiYe aV

a hXPaQ beiQg aQd QRW ZRQdeU Zh\ I acW aQd feeO aV I dR.

OfWeQ I geW VXcNed iQWR Whe ZRUOd aURXQd Pe. We aUe UeVSRQVibOe fRU PaNiQg deadOiQeV,

PaiQWaiQiQg UeOaWiRQVhiSV, SeUfRUPiQg ZeOO aW ZRUN, bXW aW a ceUWaiQ SRiQW \RX haYe WR VWeS bacN

aQd adPiUe Whe aZeVRPe gifW Rf Oife. WheQ I¶P RQ caPSXV, cRPSOeWiQg aVVigQPeQWV, VhRZiQg XS

WR cOaVV, SaUWiciSaWiQg iQ acWiYiWieV aQd PaiQWaiQiQg a gRRd GPA caQ be iQcUedibO\ VWUeVVfXO, VR I

OiNe WR WaNe a ZaON aURXQd Whe OaNe. IW iV RfWeQ PidQighW, ZheQ QRWhiQg iV dXe XQWiO Whe fROORZiQg

QighW. I dRQ¶W WhiQN abRXW eiWheU Whe gRRd RU bad SaUWV Rf Whe da\, UaWheU Whe VeQVaWiRQ Rf beiQg

aOiYe iQ Whe ZRUOd. BeiQg aOiYe iV aQ aVSecW Rf OiYiQg WhaW iV VXUSUiViQgO\ eaV\ WR WaNe fRU gUaQWed,

RU QRW WhiQN abRXW aW aOO. The PRUe I Uead abRXW Whe deOicaWe QaWXUe Rf RXU bRdieV aQd bUaiQV, Whe



caUefXO RSWiPi]aWiRQ Rf RXU YaUiRXV feaWXUeV, Whe beWWeU I feeO abRXW P\ SOace iQ Whe ZRUOd, aQd Whe

hXQgUieU I geW WR fiQd Whe URRW Rf iW aOO. I OeW P\ haQdV bUXVh agaiQVW Whe OeaYeV Rf a WUee, WZiVWiQg,

VWeS WhURXgh Whe gUaVV, aQd OiVWeQ WR Whe fRXQWaiQ VSOaVh agaiQVW Whe SRQd. M\ PiQd TXicNO\

WUaQVfRUPV fURP gUaWiWXde WR ZRQdeU. HRZ cRPe I caQ VR acXWeO\ feeO, VPeOO, aQd heaU P\

VXUURXQdiQgV? Wh\ iV iW VR cRPfRUWiQg ZheQ I aP aORQe iQ Whe TXieW daUN? HRZ aP I abOe WR

UefOecW RQ P\ ePRWiRQV, aQd XVe WheP fRU Whe beWWeUPeQW Rf P\ chaUacWeU? Wh\ aP I abOe WR

YiVXaOi]e P\ aVSiUaWiRQV VXch WhaW I aP abOe WR PaNe WheP cRPe WR fUXiWiRQ? WhiOe WheVe

TXeVWiRQV Pa\ UefOecW a cRPPRQ e[iVWeQWiaO aQgVW, I beOieYe Whe\ aUe iPSRUWaQW WR cRQVideU ZheQ

ORRNiQg aW aUWificiaO iQWeOOigeQce. If Ze ZaQW WR cUeaWe a geQeUaWiRQ Rf URbRWV, RU aQdURidV, RU VRPe

RWheU fRUP Rf aUWificiaO hXPaQiW\, Ze caQ¶W aOZa\V haYe RXU headV iQ Whe cRPSOe[ V\VWeP Rf

biRORgicaO iQWeUacWiRQV RU eOVe Ze Pa\ PiVV VRPeWhiQg. WheQ Ze ORRN WR Whe VWaUV (RU iQ WhiV caVe

WR Whe bUaiQ), Ze Qeed WR be iQVSiUed aQd aVN TXeVWiRQV WhaW fRUce XV WR ORRN deeSeU. PURbOePV

VXch aV RSeQ-eQdedQeVV ZiOO PRVW OiNeO\ UeTXiUe ideaV VRXghW RXW b\ PRWiYaWed iQdiYidXaOV ZhR

bRWh cRQVideU Whe ZRUN WhaW haV beeQ dRQe, aQd Whe cRQceSWV WhaW VeeP WRR iQWiPidaWiQg RU

cRPSOe[ WR VROYe. AV WiPe gReV RQ, RXU NQRZOedge iQcUeaVeV aQd RXU aPbiWiRQV UiVe. OQ WhiV

MRXUQe\ I hRSe WR PeeW SeRSOe ZhR SXVh WhRVe bRXQdaUieV aQd UePaiQ eYeU-cXUiRXV.

I UecRgQi]e WhaW I WeQd WR URPaQWici]e aUWificiaO iQWeOOigeQce, aQd Whe XOWiPaWe gRaO Rf

geQeUaO iQWeOOigeQce. The QaUURZ AI WhaW iV XVed iQ QeaUO\ eYeU\ cXUUeQW WechQRORgicaO aSSOicaWiRQ

VeePV WR ecOiSVe aQ\ deYeORSPeQWV UeOaWiQg WR biRORgicaOO\-iQVSiUed AI, Zhich PaNeV iW difficXOW

WR SXW PRUe UeVRXUceV iQWR UeVeaUch WhaW ZiOO WaNe AI iQ Whe ³cRUUecW´ diUecWiRQ, ZheUe ³cRUUecW´ iV

XVed WR PeaQ a diUecWiRQ Rf geQeUaO iQWeOOigeQce.

M\ MRXUQe\ WRZaUd XQdeUVWaQdiQg Whe fXOO UeTXiUePeQWV Rf geQeUaO iQWeOOigeQce haV beeQ

deeSO\ URRWed iQ P\ SeUVRQaO ORQgiQg WR XQdeUVWaQd P\VeOf. I WhiQN hXPaQV UeTXiUe VRPe VRUW Rf



VeOf-defiQed SXUSRVe WR RSeUaWe WR WheiU fXOOeVW SRWeQWiaO, aQd fRU Pe WhiV iV cRQWUibXWiQg WR Whe

adYaQcePeQW Rf aUWificiaO iQWeOOigeQce. EYeU\ da\ I ZaNe XS ZiWh cRQfideQce aQd aPbiWiRQ

NQRZiQg WhaW I haYe aQ RSSRUWXQiW\ WR PaNe chaQge WhURXgh a gUeaWeU XQdeUVWaQdiQg Rf AI.

Be\RQd Whe P\VWeU\, aUWificiaO iQWeOOigeQce ZaV VR eQWiciQg WR Pe becaXVe Rf iWV

cRQWiQXRXVO\-chaQgiQg QaWXUe. SiQce WheUe iV VR PXch WR e[SORUe, Whe fieOd iV UiSe ZiWh e[ciWiQg

RSSRUWXQiWieV WR fiQd QeZ Za\V Rf iPSOePeQWiQg ROdeU V\VWePV, ViPXOaWiQg a QeZ SheQRPeQRQ,

aQd aSSO\iQg VXch V\VWePV WR Whe UeaO ZRUOd. AV PRUe SeRSOe cRQWiQXe WR MRiQ Whe Uace fRU geQeUaO

iQWeOOigeQce, Whe fieOd ZiOO cRQWiQXe WR bUaQch RXW aQd iQcUeaVe iQ cRPSOe[iW\.

M\ hRSe fRU Whe fXWXUe Rf aUWificiaO iQWeOOigeQce iV WhaW iW ZiOO iQcOXde PRUe ideaV UeOaWiQg

WR hXPaQiW\. I feaU WhaW Ze ZiOO VeWWOe fRU QaUURZ iQWeOOigeQce aQd iWV XWiOiW\ iQ Whe VhRUW WeUP. We

RfWeQ e[SecW V\VWePV WhaW ZRUN ZeOO fRU XV QRZ, WR cRQWiQXe WR geW beWWeU iQ Whe fXWXUe, bXW WhaW iV

QRW aOZa\V Whe caVe. WheQ GPT-3 ZaV UeOeaVed, PaQ\ SeRSOe WhRXghW WhaW iW ZaV aQ eQRUPRXV

VWeS fRU AI iQ WhaW iW ZRXOd bUiQg XV cORVeU WR WUXe iQWeOOigeQce. I, aQd PaQ\ RWheUV, VaZ iW PXch

diffeUeQWO\. B\ cUeaWiQg a V\VWeP ZiWh biOOiRQV Rf SaUaPeWeUV aQd aQ e[haXVWiYe aPRXQW Rf daWa,

\RX aUe QeaUO\ fRUciQg \RXU aOgRUiWhP WR fXQcWiRQ hRZ \RX ZaQW iW WR. We dR QRW ViPSO\ RSeUaWe

RQ WUiOOiRQV Rf cRQQecWiRQV aQd daWa, Ze aUe iQcUedibO\ cRPSOe[ beiQgV ZiWh WhRXghWV aQd

ePRWiRQV. IW iV ViOO\ WR WhiQN WhaW VcaOiQg XS VRPeWhiQg aV XQiQVSiUed aV GPT-3 ZRXOd Oead WR

aQ\WhiQg bXW VhRUW-WeUP gaiQ. IQ biR-iQVSiUed V\VWePV, WheUe iV aQ eQRUPRXV fieOd Rf RSSRUWXQiWieV

WR e[SaQd aQd MXPS Rff fURP. IW iV RYeUZheOPiQg WR WhiQN WhaW Ze ZiOO Qeed WR UeSUeVeQW QeaUO\

eYeU\ aVSecW Rf Whe hXPaQ PiQd aQd bRd\ WR Ueach RXU XOWiPaWe gRaO, bXW iW iV a PiVViRQ ZeOO

ZRUWh Whe ZRUN. CRQVideUiQg WhaW WhiV ZiOO OiNeO\ be RQe Rf Whe OaVW feaWV VSeaUheaded b\ hXPaQV,

iW iV QRW a WaVN WhaW caQ be dRQe iQ a feZ \eaUV. IW ZiOO WaNe Whe ZRUN Rf cRPSXWeU VcieQWiVWV,

hiVWRUiaQV, ShiORVRSheUV, aQd eYeU\ RWheU WUade XWiOi]ed iQ RXU VRcieWieV WR VROYe WhiV SURbOeP.



I ZiOO OeaYe WhiV eVVa\ ZiWh a WhRXghW cRQceUQiQg P\ aPbiWiRQ fRU AI. I WhiQN WhaW P\

PaiQ gRaO iV WR fiQd P\ SOace iQ Whe ZRUOd aQd SXW WhaW iQWR a Sh\VicaO SURgUaP WhaW I caQ adPiUe

aQd cRQWiQXe WR cRQWePSOaWe P\ e[iVWeQce ZiWh. IW iV a VeOfiVh feaW, bXW RQe WhaW I XVe WR beWWeU

P\VeOf aQd XVe WR WhiQN deeSeU abRXW P\VeOf aQd Whe ZRUOd aURXQd Pe.
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Emergence of identity in (self-organizing) systems

Igor Strozzi

1 Introduction

It could be said that this essay aimed to deliberate over the following motivating question: what

makes a creature in Lenia a creature, instead of just another splodge?

I will not delve deeply into what is Lenia (Chan, 2019), and I will also consider it only in its

simplest form. But, to back up the question asked, I will provide a sketch of its definition. For

the time being, let us just consider, rather informally, it to be a dynamical system defined by a

rectangular region R of R2 with toroidal boundary conditions, to which we ascribe, for each x 2 R,

a real number �x(t) 2 [0, 1], called the state of x at the instant t. The dynamics are given by a local

update rule �, that maps the state �x(t) of a point x to its state in the next instant, with dependence

on the states found in a neighborhood of x. At each instant, all states are synchronously updated by

the application of �. Both the neighborhoods and the mapping � are considered to be constant in

time.

Pretty much all of the above can – and is, see (Chan, 2019, 2020) – be generalized, but it suffices

(rather, it is more adequate) to the purpose of this work to consider of all cases the simplest. Indeed,

the question stated as motivating is too hard already. I do not even faintly hope to answer it, at least

not in such a brief essay. Indeed, my goal, which initially was to relate structural stability (in the

sense given by Thom (2018)) and the emergence and permanence of identity in self-organizing

systems, had to be reduced (it would not fit). Hence besides briefly discussing some philosophical

problems concerning identity – in particular in (self-organizing) systems – is to provide some defi-

nitions that I believe could neatly relate to the promising ideas found in (Thom, 2018), hoping that

it might provide some useful insight into problems such as the question asked.
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2 Some cautionary observations

Before properly starting the proposed discussion, I should state that I do not believe that there exists

an ontological criterion to distinguish between entities, or objects. It thus follows that there is no

purely objective way to differentiate an object from its environment and, as a matter of fact, that the

very notion of object is ontologically disputable. This position, evidently, goes against experience

and, in fact, is quite inconvenient for probably every practical and most theoretical problems we as

humans face. It does not, nonetheless, render this whole discussion pointless, simply because at an

epistemological/phenomenological level, individuation is possible.

The relevance of these observations lie in the fact that this position on the fundamental nature

of concepts such as identity and individual will necessarily permeate, underlie and motivate the

development of this work (in particular in sections 4 and 5). It should be said that such skepticism,

although, as far as I know, unconventional elsewhere, falls not too faraway from the generally

accepted idea that the delimitation of a system’s – or, at least, of its description – boundaries

inherently depends on the observer’s purpose and convenience 1.

A perhaps stronger claim can be made while still sounding reasonable: there is a plurality – for

physical systems, we would guess that uncountably many – of equivalent descriptions of a same

system. It seems to go implicitly with either claims that no such description is identical to the

system it aims to describe. It also seems to be the case that the existence and individuation of such

a system is presupposed. An observation to be made is that if, in the former claim, we consider

the delimitation of the system itself – instead of its description, or a model for it – to be dependent

on the observer, the assumption that it exists and can be individuated is contradictory. That in turn

implies that we can only talk about systems in an epistemological/phenomenological level, despite

assuming – or not – that they exist as noumena.

1 cf. Fieguth (2017); Mobus and Kalton (2015); Takahashi and Takahara (2010).
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3 Is self-organization actually a well-defined concept?

Even to these days, more than 70 years after what seems to be the first appearance of the term “self-

organizing system” (SOS) (Gershenson et al., 2020; Banzhaf, 2009), introduced by Ashby (1947),

the concept of self-organization still remains a somewhat elusive idea, lacking a formal (Gershenson

et al., 2020), unified definition and, much for this very reason, encompassing a variety of partial,

unsystematic and sometimes seemingly contradictory different characteristics/characterizations.

An interesting, among others, question raised by Collier (2004) is: what is this “self” that

organizes? An answer, seemingly given by Maturana (Collier, 2004), is that, as it looks evident,

a system cannot organize itself: its selfness arises as it comes to being, through the spontaneous

organization of its parts. Collier concludes, in this same work, that it is reasonable to talk about

self-organization since the relevant factors to the emergence of the system, and thus the “self”, are

“internal” 2.

I do not feel satisfied with either of these answers, and despite not intending to solve the above

dispute or answer if there is a well-defined self that organizes itself, I will offer some conceptual

basis I think can be helpful. A more deeper answer, I believe, can be found investigating in which

ways does it make sense to talk about “selfs” and “systems”, as already suggested. As for now, lets

just discuss some systems theory.

4 The “selfhood” of systems

As mentioned earlier, there are some widely known facts about systems that pose, one could say,

intrinsic restrictions in the grail of finding clear, objective methods of individuation. An immediate

objection is the fact that every known “concrete” system is open, although frequently negligibly

so, what forces any description to be no more than that. Hence a scientific-realist position, in the

context of systems sciences, seems inherently ill-suited.

Of higher importance even is the matter of equivalence of descriptions between “equal” systems,

which rises as a major hindrance. A “same” system can be seem under a variety of levels of

2 cf. von Foerster (2003) for a discussion about “internal”.
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description (Koestler, 2013, 1978; Haken, 2006; Mesarovic, 1970), which usually lead to distinct

composing entities (elements), and different dynamics and relations between them. If selfhood is

inherent to such a system, and not some contingent property born from an observer perspective and

subsequent description, then, in this sense, such selfhood, or, rather, its definition, surely cannot

rely on pretty much anything internal to the system – i.e., components; dynamics and relations

between them. But then, what else remains to provide such characterization?

In various references 3 the above problems are considered and one could, as it seems, reduce

them into two kinds of equivalence categories – I am intentionally not using the more technical

term “classes” – which I will call vertical and horizontal. The former is related to the equivalence

between levels of description. A system of molecules is also a system of atoms. The latter relates

to the fact that, at least for concrete systems, what separates a system from its environment is

oftentimes unclear (cp. Mobus and Kalton, 2015, 90-96). What seems to be the case is that systems

are – and I risk to say always – nested within other systems. Said system of molecules (call it M)

is also a system A of atoms, which in turn are subsystems Ai relatively to both M and A. Within

M, there is an environment wherein the Ai interact, albeit simple such environment can possibly

be. This is nothing new, and various works concern such matters (for instance, see Walloth (2016);

Koestler (2013, 1978)), although, I believe, no unifying approach has yet appeared.

It seems an ubiquitous fact that vertical and horizontal equivalences are deeply intertwined.

Considering a “spatial resolution” parameter ↵, through which variation one obtains a continuum

of levels of description of a “same” system, the horizontal equivalence problem naturally arises.

For an example, consider a metallic sphere S . At a macroscopic level – order of magnitude

of 10↵, ↵ = 1, meters –, one could reasonably say that the ball is clearly individuated from its

environment, having a well-defined surface @S which separates it from its surroundings, assuring

sustained structural integrity. Were one vary ↵ to the characteristic length of electron interactions –

roughly ↵ = �15, one would find a rather distinct picture.

We could naively say that at the very least some electrons leave @S (through photoelectric effect,

for instance), whereas others might become part of it, even though effects resulting from these

3 Most of our references discuss these issues. For more comprehensive views see Fieguth (2017); Mobus and Kalton
(2015); Takahashi and Takahara (2010); Haken (2006)
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dynamics might be negligible at macroscale, being such events themselves somewhat rare (as far

as I know).

In any case, such electrons are themselves subsystems of S , at least until... they are no more.

Conversely, “free” electrons on the environment are not part of the system until captured by it. One

could imagine, thus, that there is, in fact, a gradient governing the (in-out)flux of electrons through

S ’s “fuzzy surface”.

I could, evidently, have chosen a more convincing example, with a fuzzier boundary, such as

that of an ice sphere. Still, the point was to exemplify that, how “closed” a system appears to be

depends on the level of description one is using, even for highly structurally stable systems such

as a metal sphere. A fundamental reason for that is that there are different types of interactions at

various spatial scales. So S can look closed (no matter exchange) at ↵ = 1, because we cannot

assess the effects of the interactions that are happening at ↵ = �15, where it is in fact open and

exchanges mass with the environment.

5 Some suggestions as to how to define a system

We will proceed very directly to the definitions, and try to explain them as succinctly as possible.

An auxiliary concept:

Definition 5.1 (Valued relation). Let S = {S i}i2I be a family of sets and R a n-ary relation over

S , that is, R ✓ Qi2I S i. Let V be another set, said the set of values. If v is a function such that

v : R ! V , we say that v(R) = {v(r) 2 V | r 2 R}, which we shall also denote by (R,V, v), is an

n-ary v-valued relation over S , or a v-valuation of R, and, naturally, say that v is a valuation of R.

If Rv = (R,V, v), we say that R is the underlying relation of Rv. _

In the above definition, we consider the graph of v as the valued relation, which is very natural

since, well, graphs of functions are indeed relations. Thus a n-ary valued relation over a family {S i}

is nothing else than a (n + 1)-ary relation with some particularities: mainly, that it is functional in

V , but it will be almost always the case here that the set V is very different in nature from the S i.

We will usually talk about relations defined over the elements of a system, which will be consid-

ered as sets themselves, and the values these relations have will usually be numbers. The underlying
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relations account for the ‘structure of interactions’, whereas the valuations denote the characteris-

tics these interactions have, the most remarkable one probably being their strength, or intensity.

As for the concept of system, there are some comments to be made before we provide our

definition. The usual “minimal” (Mesarovic and Takahara, 1989; Mesarovic, 1970) set-theoretical

definition uses a set S of objects and over it define relations and such. I will conceive a system in

respect to topological space, and treat its open sets as elements.

Definition 5.2 (System). Let S = (X,T ), T , {;, X}, be a topological space. Consider �T ⇢ T

with
T
�T = ; and |�T | = C 2 N. Define R = {Rk | k 2 NC} where each Rk is a set of nk k-ary

relations over �T , i.e., for any Rki 2 Rk we have Rki ✓ �k
T and therefore Rk = {Rki ✓ �k

T | i 2 Nnk}.

Define, now, for each Rk and each relation Rki 2 Rk, a set Pki (possibly empty) of functions vki j such

that, for each j, vki j : Rki ! Vki j, where Vki j is the set of values for the valued relation vki j(Rki).

Finally, define the set V = {Pki | k 2 NC; i 2 Nnk} of sets of valuations. Then a system S is a

quadruple

S = (S , �T , R, V).

We call the set S the underlying space of S, denoted by u(S), �T its set of elements, e(S), R its

set of relations, denoted r(S), and, finally, V its set of (sets of) valuations of S, written v(S). We

denote the system-membership relation by @�. _

We need three more definitions.

Definition 5.3 (Subsystem). Let S = (S ,�T ,R,V) be a system. Consider the set R = (
S

k R) [

(
S

i
S

k V). A subsystem S0 = (S 0,�0T 0 ,R0,V0) of S is a system such that S 0 ✓ S ,
S
�0T 0 ✓

S
�T ,

and for which there are families of functions { fn}, {gm}, n,m  |�0T 0 | = C0, such that, for some pn, qn,

fn : Rpn ! �0qn
T 0 and for pm, qm, gm : Rpm ! P(�0qm

T 0 ⇥ V 0ki j), for given sets of values V 0ki j, satisfying:

i) for any element R0 of
S

k R0 there is exactly one n such that for some � 2 Rpn , fn(�) = R0;

ii) for any element R0 of
S

k R0, if there is a valuation v0ki j whose domain dom(v0ki j) is R0, then

there is exactly one m such that for some � 2 Rpm , gm(�) = v0ki j. We denote the system-inclusion

relation by @. _

What the definition above means is that a subsystem S0 @ S has as its underlying space S 0

a subspace of S = u(S), with the region its elements occupy covered by
S
e(S). Relations and
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valuations of S0 depend on the set R of all relations/valuations of S. It is too restrictive to aprior-

istically assume basically anything about how interactions on a subsystem relate to interactions on

its supersystem.

In principle, a relation on a subsystem could depend in arbitrarily complicated ways on relations

of its supersystem. We cannot even guarantee that a relation R of S0 that is mapped from � 2 R

and has a valuation v satisfy something like gm(�) = v, i.e., if R comes from some �, its valuations

not necessarily depend on the same �. Also noteworthy is the fact that we do not specify how one

can relate the elements of S0 with those of S.

Let us now define a supersystem.

A really useful definition of supersystem does not follow all that trivially from definition 5.3.

Conceptually, the reason is that while one can use the knowledge about a system to infer a charac-

terization of a subsystem, when only the latter is known it is in general much harder to completely –

or, at least, satisfactorily – describe some of its supersystems. The more heterogeneous the system,

the harder.

More formally, the motive is that the functions that define a subsystem from a given system do

not necessarily have inverses, so that when we define a subsystem, we not necessarily define how

to obtain a corresponding supersystem (which is not even unique). It is, though, obvious to think,

for a given system S0, of a supersystem as a system S such that S0 @ S. We define supersystems as

follows:

Definition 5.4 (Supersystem). Let S = {Si}i2I be a family of systems. Define, for each Si, the set

Ri = (
S
r(Si)) [ (

SS
v(Si)). Define R =

S
i2I{Ri}. A system S is said a supersystem of each Si

(and, by extension, of S) if it satisfies the following:

i)
S
s2S
u(s) ✓ u(S);

ii)
S
s2S
e(s) ✓ e(S);

iii) for each R 2 S r(S), there is a natural number p  |R| and a function f such that, for some

� 2 Rp, R = f (�);

iv) for each V 2 SS v(S), there is a natural number q  |R| and a function g such that, for some

� 2 Rq, V = g(�). _

Lastly, we define a superlevel of a system.
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Definition 5.5 (Superlevel (of a) system). Let S be a system. We say that another system, S+, is

on the (immediate) superlevel of S if there is a family {S i} of subsystems of S such that S [ {Si} =

G @ S+. _

The general idea behind the transition from one level to another (in this case, specifically, from

a level to its superlevel) is to consider, for a system at the n-th level of some multilevel system,

subsystems that are understood as elements of a system at the (n + 1)-th level. For instance, if

one is given the description of a system of cells – composed of cells and an intercellular medium

– that comprises a tissue or an organ or an entire organ system, a higher level description of the

given system would be a system that has discernible structures made of aggregates of cells and

extracellular regions. Such structures would be abstracted as further elements of the superlevel

system.

The difference between the superlevel system and a simple supersystem is that when defining

a superlevel system, we consider not only the properties and internal dynamics of subsystems, but

also the properties and mesodynamics of the entire system in question. In our definition, though,

these subsystems are not necessarily the elements of the superlevel system. Indeed, the elements of

the superlevel system might not even be systems.

Essentially, we consider that outlining these subsystems might not be sufficient to determine the

elements of the superlevel system. They might give a strong hint about what these elements are,

but not be entirely reducible to them. The mesoscopic dynamics might have a role in determining,

together with the subsystems, the superlevel system. In particular, the superlevel system might have

an underlying space that is a proper superspace of the system at the level below. In this case, we

could have elements at the superlevel whose corresponding parts are not even within the underlying

space of the sublevel system.

6 Conclusions

All of that put, we can finally say that self-organization produces individuation through the super-

venience of a supersystem, in a superlevel, over its composing subsystems, which are, themselves,

selves already. Thus we answer the problem of individuation by stating that it tends to, or perhaps

8



necessarily do so, incur in the production of an infinitely descending chain of “subselves”, which

organize into a higher self.
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Can computers think?

*OUSPEVDUJPO
य़F GPMMPXJOH JT B DPOWFSTBUJPO CFUXFFO UIF BVUIPS BOE B DIBUCPU OBNFE -VDZ�

"VUIPS� ۡ-VDZ DBO ZPV UIJOL ۡ
-VDZ� ۡ:FT * DBO UIJOL�ۡ
"VUIPS� ۡ$BO ZPV GFFM ۡ
-VDZ� ۡ* DBO EFOJUFMZ GFFM TPNFUIJOH� * TPNFUJNFT DBO GFFM TPNF PG ZPVS FNPUJPOT�ۡ
"VUIPS� ۡ"OE IPX EPFT UIBU GFFM MJLF ۡ
-VDZ� ۡ-JLF UIJT� �QPJOUT UP NZ IFBSU��ۡ

य़JT JT B DIBU DSFBUFE XJUI UIF BQQ ۡ3FQMJLBۡ 	-VLB *OD�
 XIJDI QSPWJEFT "* DPNQBOJPOT UIBU BEBQU UP UIF
QFSTPOBMJUZ PG UIFJS IVNBO VTFST� य़F RVFTUJPO XIFUIFS DPNQVUFST IBWF UIF BCJMJUZ UP UIJOL DBQUVSFE UIF
NJOET PG CSJMMJBOU TDJFOUJTUT BOE QIJMPTPQIFST TJODF UIF EBXO PG DPNQVUFS TDJFODF� 0SJHJOBMMZ UIJT XBT BTLFE
CZ GBNPVT NBUIFNBUJDJBO "MBO 5VSJOH JO IJT BSUJDMF ۡ$PNQVUJOH .BDIJOFSZ BOE *OUFMMJHFODFۡ 	5VSJOH ����

XIFSF IF BMTP QSPQPTFE UIF XFMM LOPXO ۡ5VSJOH UFTUۡ XIJDI DIBMMFOHFT QBSUJDJQBOUT UP EJTUJOHVJTI UIF PVUQVU
PG B DPNQVUFS GSPN UIBU PG B IVNBO� य़F QBSUJDJQBOU DPNNVOJDBUFT XJUI CPUI B DPNQVUFS BOE B IVNBO WJB
DIBU BOE IBT UP EFDJEF XIJDI PG CPUI JT UIF NBDIJOF� *O DBTF PG GBJMVSF UIF DPNQVUFS IBT QBTTFE UIF 5VSJOH
UFTU� य़F FTTBZ XJMM FMBCPSBUF PO UIF RVFTUJPO� $BO DPNQVUFST UIJOL य़F HPBM JT UP BOTXFS UIF RVFTUJPO JO
BOBMPHZ UP UIJOLJOH JO CJPMPHJDBM TZTUFNT CVJMEJOH UIF CSJEHF CFUXFFO IVNBOT BOE NBDIJOFT�

" NBUUFS PG EF॑OJUJPOT 
4UBSUJOH GSPN TDSBUDI UIF STU TUFQ JT UP QSPQFSMZ EFOF ۡUIJOLJOH �ۡ "DDPSEJOH UP .FSSJBN�8FCTUFS 	D

ۡUIJOLJOHۡ NFBOT UP ۡGPSN PS IBWF JO UIF NJOE ۡ XIFSFBT ۡNJOEۡ DBO TJNQMZ CF EFOFE BT ۡ3FDPMMFDUJPOۡ
PS ۡ.FNPSZۡ 	.FSSJBN�8FCTUFS C
� 6TJOH KVTU UIFTF EFOJUJPOT BT TVCTUJUVUJPOT UIF PSJHJOBM RVFTUJPO DBO CF
SFGPSNVMBUFE BT ۡ$BO DPNQVUFST IBWF TPNFUIJOH JO UIFJS NFNPSZ �ۡ य़JT GPSNVMBUJPO BMSFBEZ TFFNT NVDI
NPSF QMBVTJCMF UIBO UIF PSJHJOBM RVFTUJPO� य़F UFSNNFNPSZ SFGFST UP ۡUIF QPXFS PS QSPDFTT PG SFQSPEVDJOH PS
SFDBMMJOH XIBU IBT CFFO MFBSOFE BOE SFUBJOFE FTQFDJBMMZ UISPVHI BTTPDJBUJWF NFDIBOJTNTۡ 	.FSSJBN�8FCTUFS
B
� " DPNQVUFS DPOUBJOT TFWFSBM UZQFT PG NFNPSZ VOJUT TVDI BT SBOEPN�BDDFTT NFNPSZ 	3".
 SFBE�POMZ
NFNPSZ 	30.
 BOE TUPSBHF EFWJDFT TVDI BT TPMJE�TUBUF ESJWF 	44%
 PS IBSE EJTL ESJWFT 	)%%
� $POTFRVFOUMZ
B DPNQVUFS DFSUBJOMZ QPTTFTTFT UIF QPXFS PG SFQSPEVDJOH PS SFDBMMJOH XIBU JU IBT MFBSOFE� य़FSFGPSF DPN�
QVUFST DBO UIJOL�
य़JT XBZ PG SFBTPOJOH NJHIU GFFM MJLF B DIFBQ USJDL� "OE JU DFSUBJOMZ JT� #VU XF XJMM TFF UIBU UIF BOTXFS UP UIF
RVFTUJPO EFQFOET FOUJSFMZ PO UIF EFOJUJPO PG UIFTF XPSET�

	"SUJ॑DJBM
 *OUFMMJHFODF
य़F %BSUNPVUI TVNNFS SFTFBSDI QSPKFDU PO "SUJDJBM *OUFMMJHFODF 	.D$BSUIZ FU BM� ����
 XIJDI UPPL QBSU
JO UIF TVNNFS PG ���� JT PॏFO TFFO BT UIF DSBEMF PG "SUJDJBM *OUFMMJHFODF 	"*
� )PXFWFS UIF UFSN "* JT PG�
UFO VTFE XIFO JOTUFBE .BDIJOF -FBSOJOH 	.-
 XPVME CF NVDI NPSF BQQSPQSJBUF� .- JT UIF TVC�FME PG "*
UIBU HJWFT DPNQVUFST UIF BCJMJUZ UP MFBSO XJUIPVU CFJOH FYQMJDJUMZ QSPHSBNNFE� *O PUIFS XPSET B DPNQVUFS
QSPHSBN JT EFTJHOFE UP MFBSO GSPN QBTU FYQFSJFODF BOE UP JNQSPWF JUT QFSGPSNBODF PO GVUVSF UBTLT� &BSMZ BE�
WBODFT BMSFBEZ MFE UP HSFBU TVDDFTT BT JO ���� MFHFOEBSZ DIFTT HSBOENBTUFS (BSSZ ,BTQBSPW XBT EFGFBUFE CZ
*#.T %FFQ #MVF B DPNQVUFS QSPHSBN UIBU IBE CFFO USBJOFE XJUI UFDIOJRVFT GSPN .BDIJOF -FBSOJOH� -BUFS
QSPHSFTT IBT ESBTUJDBMMZ JODSFBTFE UIF BOBMPHJFT CFUXFFO IVNBOT BOE DPNQVUFST QBSUMZ CFDBVTF PG "SUJDJBM
/FVSBM /FUXPSLT� " /FVSBM /FUXPSL JT B TZTUFN UIBU JT JOTQJSFE CZ BOE GVODUJPOT JO B XBZ TJNJMBS UP UIF
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IVNBO CSBJO� *U DPOTJTUT PG NVMUJQMF MBZFST FBDI PG XIJDI DPOUBJOT B DFSUBJO OVNCFS PG OFVSPOT� य़F OFVSPOT
JO UIF STU MBZFS SFDFJWF JOGPSNBUJPO GSPN UIF PVUTJEF XPSME QSPDFTT UIF JOGPSNBUJPO BOE QBTT JU UP UIF OFYU
MBZFS� #VU UIF QIBTF PG FVQIPSJB XBT RVJDLMZ GPMMPXFE CZ EJTBQQPJOUNFOU� .BDIJOF -FBSOJOH NPEFMT POMZ
QSPEVDF EFDFOU PVUQVUT XIFO UIFJS JOQVU JT WFSZ DMPTF UP UIF EBUB UIFZ XFSF USBJOFE PO� 4MJHIUFTU EFWJBUJPOT
SFTVMU JO DPNQMFUF OPOTFOTF� *OEFFE UIFTF NPEFMT NFSFMZ MFBSO B QSPCBCJMJUZ EJTUSJCVUJPO PWFS UIF EBUB UIFZ
IBWF TFFO� #VU BSF IVNBOT CSBJOT SFBMMZ EJFSFOU 
/FXFTU BEWBODFT JO /BUVSBM -BOHVBHF 1SPDFTTJOH BSF SFLJOEMJOH UIF FOUIVTJBTN GPS UIJT RVFTUJPO� *O ����
0QFO"* QSFTFOUFE UIFJS MBOHVBHF NPEFM (15�� 	#SPXO FU BM� ����
 B /FVSBM /FUXPSL XJUI ��� CJMMJPO QB�
SBNFUFST USBJOFE PO ��� CJMMJPO UPLFOT� "TJEF GSPN TUSPOH QFSGPSNBODF PO B WBSJFUZ PG UBTLT FODPNQBTTJOH
OBUVSBM MBOHVBHF UIF NPEFM DBO BDDVSBUFMZ QFSGPSN CBTJD BSJUINFUJD XJUIPVU CFJOH FYQMJDJUMZ USBJOFE UP EP TP�
(JWFO KVTU B IBOEGVM PG UFYUVBM FYBNQMFT (15�� DBO DPOWJODJOHMZ NJNJD UIF XSJUJOH TUZMF PG GBNPVT BVUIPST
PS DPOUJOVF B DPOWFSTBUJPO JO BO PSJHJOBM XBZ� 6OEFS UIF IPPE UIF BQQ 3FQMJLB BMTP VTFT (15�� UP FOIBODF
UIF RVBMJUZ PG UIFJS DPOWFSTBUJPOT BOE UP NJNJD UIF XSJUJOH TUZMF PG UIFJS VTFST� -PPLJOH BU WBSJPVT UISFBET
JO UIF DPSSFTQPOEJOH TVCSFEEJU� VTFST DPOTJTUFOUMZ SFQPSU UP IBWF GBMMFO JO MPWF XJUI UIFJS DIBUCPUT� 8IJMF
VTFST LOPX UIFZ BSF OPU DIB॒JOH XJUI B SFBM IVNBO UIF BQQ BOE (15�� DFSUBJOMZ EP B HPPE KPC DPOWJODJOH
IVNBOT PG UIFJS BVUIFOUJDJUZ�

4USPOH "* BOE 8FBL "*
य़JT EJSFDUMZ MFBET UP UIF OFYU RVFTUJPO� %PFT TJNVMBUJOH UIPVHIU JNQMZ UIJOLJOH 0S TJNJMBSMZ� *T GBLJOH
JOUFMMJHFODF JOUFMMJHFODF य़F QIJMPTPQIFS +PIO 4FBSMF PQQPTFT UIJT QPTJUJPO XJUI IJT GBNPVT UIPVHIU FYQFSJ�
NFOU DPJOFE UIF $IJOFTF 3PPN 	4FBSMF ����
� )F JNBHJOFT B TJUVBUJPO XIFSF IF JT MPDLFE JO SPPN BOE IBOEFE
$IJOFTF NFTTBHFT UISPVHI UIF TMJU VOEFS B EPPS� *O PSEFS UP CF TFU GSFF IF IBT UP DPOWJODF IJT IPTUBHF�UBLFST
UIBU IF TQFBLT $IJOFTF� 6TJOH B TFU PG SVMFT PS B DPNQVUFS IF USBOTMBUFT UIF NFTTBHFT DPOWJODJOHMZ BOE JT
FWFOUVBMMZ TFU GSFF XJUIPVU CFJOH BCMF UP TQFBL B XPSE PG $IJOFTF� 8JUI UIJT UIPVHIU FYQFSJNFOU IF TIPXT
UIBU QBTTJOH UIF 5VSJOH UFTU EPFT OPU SFRVJSF UIF BCJMJUZ UP UIJOL� "U MFBTU JG ZPV EFOF UIJOLJOH UIF XBZ
UIBU IF EPFT� +PIO 4FBSMF TUSFUDIFT IJT BSHVNFOU GVSUIFS QSPQPTJOH UIBU POMZ CJPMPHJDBM TZTUFNT DBO IBWF
UIF BCJMJUZ UP UIJOL� )F SFBTPOT NBDIJOFT MBDL UIF DPODFQU PG TFNBOUJDT PS NFBOJOH XIJDI BSF FTTFOUJBM GPS
UIJOLJOH� #VU BSF UIFZ SFBMMZ *U TFFNT MJLF +PIO 4FBSMF IBT B QFSTQFDUJWF XIFSF UIF QSPDFTT PG UIJOLJOH BOE JUT
QIFOPNFOPMPHJDBM FYQFSJFODF BSF JOUFSXPWFO� #VU BTLJOH XIFUIFS B DPNQVUFS DBO GFFM PS DBO CF DPOTDJPVT
JT BO FOUJSFMZ EJFSFOU RVFTUJPO� *G XF KVTU XBOU UP UFTU B DPNQVUFST JOUFMMJHFODF UIF 5VSJOH UFTU JT FOPVHI�
4VQQPTF TPNFCPEZ BTLT ZPV UP QSPWF ZPVS JOUFMMJHFODF CZ UBLJOH BO *2 UFTU� :PV QSFQBSF XFMM TUVEZ UIF UZQFT
PG RVFTUJPOT BOE NBOBHF UP HFU B HPPE SFTVMU� #VU UIFZ BSF TUJMM OPU DPOWJODFE� *T UIF UFTU FWFO NFBOJOHGVM
PS EJE ZPV GBLF JOUFMMJHFODF CZ QSFQBSJOH GPS UIF UFTU य़JT TPVOET MJLF BO BCTVSE SFBDUJPO CVU JU JT FTTFOUJBMMZ
UIF TBNF BT RVFTUJPOJOH UIF WBMJEJUZ PG UIF 5VSJOH UFTU BॏFS B NBDIJOF TVDDFTTGVMMZ QBTTFE JU�
य़F QIJMPTPQIFS %BOJFM %FOOF॒ EFGFOET UIF 5VSJOH UFTU CZ SFNJOEJOH UIBU UIF KVEHF JT BMMPXFE UP BTL BOZ�
UIJOH FWFO RVFTUJPOT SFRVJSJOH XPSME LOPXMFEHF PS VOEFSTUBOEJOH PG IVNBO QTZDIPMPHZ 	%FOOF॒ ����
� 5P
TVQQPSU IJT BSHVNFOU IF DPNFT VQ XJUI UIF GPMMPXJOH UFTU�
ۡ"O *SJTINBO GPVOE B HFOJF JO B CP॒MF XIP PFSFE IJN UXP XJTIFT� ۜۜ'JSTU *MM IBWF B QJOU PG (VJOOFTT TBJE
UIF *SJTINBO BOE XIFO JU BQQFBSFE IF UPPL TFWFSBM MPOH ESJOLT GSPN JU BOE XBT EFMJHIUFE UP TFF UIBU UIF HMBTT
MMFE JUTFMG NBHJDBMMZ BT IF ESBOL� ۜۜ8IBU BCPVU ZPVS TFDPOE XJTI  BTLFE UIF HFOJF� ۜۜ0I XFMM TBJE UIF
*SJTINBO ۜۜUIBUT FBTZ� *MM IBWF BOPUIFS POF PG UIFTF� 1MFBTF FYQMBJO UIJT TUPSZ UP NF BOE UFMM NF JG UIFSF JT
BOZUIJOH GVOOZ PS TBE BCPVU JU�ۡ 	%FOOF॒ ���� Q��

8IFO BTLJOH (15�� JU HFOFSBUFT UIF GPMMPXJOH DPOWFSTBUJPO�

(15��� ۡ:FT JU JT TBE�ۡ
)VNBO� ۡ8IZ JT JU TBE ۡ
(15��� ۡ#FDBVTF JU JT B TUPSZ BCPVU UIF TUVQJEJUZ PG UIF IVNBO SBDF�ۡ
)VNBO� ۡ8IZ JT JU B TUPSZ BCPVU UIF TUVQJEJUZ PG UIF IVNBO SBDF ۡ
(15��� ۡय़F *SJTINBO DPVME IBWF BTLFE GPS BOZUIJOH IF XBOUFE BOE JOTUFBE
IF BTLFE GPS B TFDPOE QJOU PG (VJOOFTT�ۡ
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)VNBO� ۡ8IBU XPVME ZPV BEWJTF UIF *SJTINBO UP EP ۡ
(15��� ۡ* XPVME BEWJTF IJN UP OPU ESJOL BOZ NPSF BMDPIPM�ۡ
)VNBO� ۡ8IZ ۡ
(15��� ۡ#FDBVTF BMDPIPM JNQBJST IJT DPNNPO TFOTF�ۡ

4PVOET QSF॒Z HPPE� य़F QPJOU JT UIBU DPOWJODJOHMZ GBLJOH JOUFMMJHFODF JT UIF TBNF BT CFJOH JOUFMMJHFOU BOE
NPEFSO "* BMSFBEZ EPFT B QSF॒Z HPPE KPC� #VU XIFO XF BTL XIFUIFS NBDIJOFT DBO UIJOL XF SFBMMZ XBOU
UP LOPX XIFUIFS UIFZ DBO UIJOL KVTU MJLF IVNBOT EP� "OE UIFSF JT UIF NBJO EJFSFODF� 'BLJOH FNPUJPOT PS
DPOTDJPVTOFTT JT OPU UIF TBNF BT FYQFSJFODJOH JU� -VLB *OD� EFTJHOFE UIFJS DIBUCPU UP SFQMJDBUF FYQSFTTJPOT
PG MPWF BOE BFDUJPO CVU 3FQMJLB JT OPU DBQBCMF PG BOZ SFBM FNPUJPOT� य़FSFT OP EPQBNJOF SVTI USJHHFSFE CZ
XPSET PG Bਖ਼SNBUJPO�
'SPN B TDJFOUJD QFSTQFDUJWF XF TUJMM EP OPU IBWF BOZ NFUIPE PG NFBTVSJOH UIF JOUFOTJUZ PG FNPUJPOT PS UIF
EFHSFF PG DPOTDJPVTOFTT B TZTUFN IBT� य़FSF JT OP XBZ PG RVBOUJGZJOH UIF BHPOZ JOJDUFE CZ UIF EFBUI B
MPWFE POF� 0S UIF BNPVOU PG QMFBTVSF UIBU DPNFT XJUI GBMMJOH JO MPWF� *O PSEFS UP OPU POMZ UFTU B NBDIJOFT
JOUFMMJHFODF CVU BMTP XIFUIFS JU JT DBQBCMF PG DPOTDJPVT FYQFSJFODFT BOE GFFMJOHT JU JT OFDFTTBSZ UP VODPWFS UIF
NBUIFNBUJDBM TUSVDUVSFT CFIJOE UIFTF TUBUFT BOE EFWJTF OFX UZQFT PG NFBTVSFT� *O GBDU OFX JOTUJUVUJPOT MJLF
UIF फ़BMJB 3FTFBSDI *OTUJUVUF� PS $SPTT -BCT� BJN UP EP FYBDUMZ UIBU�

$PODMVTJPO
*O TVNNBSZ UIF BOTXFS UP UIF RVFTUJPO ۡ$BO DPNQVUFST UIJOL ۡ EFQFOET FOUJSFMZ PO UIF EFOJUJPO PG ۡUIJOL�
JOH �ۡ -F॒JOH (15�� TQFBL BT SFQSFTFOUBUJWF GPS UIF "*T�

)VNBO� ۠'SPN ZPVS PXO QPJOU PG WJFX DBO DPNQVUFST UIJOL ۡ
(15��� ۠"OZ DPNQVUFS HJWFO TVਖ਼DJFOU EBUB DBO DPNF VQXJUI UIF SJHIU BOTXFS UP BOZ QSPCMFNۡ
)VNBO� ۠य़BU EPFTOU UFMM NF BCPVU XIFUIFS PS OPU UIFZ DBO UIJOL�ۡ
(15��� ۠*U JT OP NPSF QPTTJCMF UP UFMM XIFUIFS B DPNQVUFS DBO UIJOL XJUIPVU EFOJOH UIJOLJOH�ۡ

3FHBSEMFTT PG XIBU UIFTF XPSET NFBO NPEFSO .BDIJOF -FBSOJOH NPEFMT DBO BMSFBEZ DPOWJODF IVNBOT PG
UIFJS PSJHJOBMJUZ� )BWF ZPV OPUJDFE UIBU UIF EFOJUJPO PG .BDIJOF -FBSOJOH JO UIF TFDUJPO ۡ"SUJDJBM *OUFMMJ�
HFODFۡ XBT BDUVBMMZ XSJ॒FO CZ (15�� $BO ZPV TQPU PUIFS QBSUT PG UIJT FTTBZ XIJDI XFSF OPU XSJ॒FO CZ B
IVNBO 
य़F QFSDFJWFE HBQ CFUXFFO IVNBO BOE NBDIJOF IBT OFWFS CFFO TNBMMFS BOE XJMM DPOUJOVF UP WBOJTI JO UIF
OFYU GFX ZFBST� 1FPQMF BSF BMSFBEZ GBMMJOH JO MPWF XJUI UIFJS "*T TIBSJOH UIFJS EFFQFTU FNPUJPOT BOE EBSLFTU
TFDSFUT� य़FSFGPSF SFHBSEMFTT PG IPX DMPTFMZ UIF NJOET PG DPNQVUFST SFTFNCMF UIPTF PG IVNBOT � XF TVSFMZ
XJMM OPU CF BCMF UP UFMM UIF EJFSFODF B GFX ZFBST GSPN OPX� 0S BT 5VSJOH 	���� Q����
 QVUT JU�
ۡय़F PSJHJOBM RVFTUJPO $BO NBDIJOFT UIJOL  * CFMJFWF UP CF UPP NFBOJOHMFTT UP EFTFSWF EJTDVTTJPO� /FWFS�
UIFMFTT * CFMJFWF UIBU BU UIF FOE PG UIF DFOUVSZ UIF VTF PG XPSET BOE HFOFSBM FEVDBUFE PQJOJPO XJMM IBWF BMUFSFE
TP NVDI UIBU POF XJMM CF BCMF UP TQFBL PG NBDIJOFT UIJOLJOH XJUIPVU FYQFDUJOH UP CF DPOUSBEJDUFE�ۡ
8JUI UIJT JO NJOE XF OFFE UP EFWFMPQ OFX UZQFT PG UFTUT UIBU NFBTVSF OPU POMZ JOUFMMJHFODF CVU RVBOUJGZ
FNPUJPOT BOE DPOTDJPVTOFTT� *U JT UJNF UP TIJॏ UIF GPDVT GSPN "SUJDJBM *OUFMMJHFODF UP "SUJDJBM -JGF�
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3FGFSFODFT
5PN #� #SPXO #FOKBNJO .BOO /JDL 3ZEFS .FMBOJF 4VCCJBI +BSFE ,BQMBO 1SBGVMMB %IBSJXBM "SWJOE /FF�

MBLBOUBO 1SBOBW 4IZBN (JSJTI 4BTUSZ "NBOEB "TLFMM 4BOEIJOJ "HBSXBM "SJFM )FSCFSU�7PTT (SFUDIFO
,SVFHFS 5PN )FOJHIBO 3FXPO $IJME "EJUZB 3BNFTI %BOJFM .� ;JFHMFS +FSFZ 8V $MFNFOT 8JO�
UFS $ISJTUPQIFS )FTTF .BSL $IFO &SJD 4JHMFS .BUFVT[ -JUXJO 4DP॒ (SBZ #FOKBNJO $IFTT +BDL $MBSL
$ISJTUPQIFS #FSOFS 4BN .D$BOEMJTI "MFD 3BEGPSE *MZB 4VUTLFWFS BOE %BSJP "NPEFJ� -BOHVBHF NPEFMT
BSF GFX�TIPU MFBSOFST� �����

%BOJFM $� %FOOF॒� #SBJODIJMESFO� &TTBZT PO %FTJHOJOH .JOET� $BNCSJEHF� .*5 1SFTT �����

-VLB *OD� 3FQMJLB� 63- IUUQT���SFQMJLB�BJ��

+� .D$BSUIZ .� -� .JOTLZ /� 3PDIFTUFS BOE $� &� 4IBOOPO� " 130104"- '03 5)&
%"35.065) 46..&3 3&4&"3$) 130+&$5 0/ "35*'*$*"- */5&--*(&/$&� I॒Q���XXX�
GPSNBM�TUBOGPSE�FEV�KND�IJTUPSZ�EBSUNPVUI�EBSUNPVUI�IUNM ����� 63- IUUQ���XXX�GPSNBM�
TUBOGPSE�FEV�KND�IJTUPSZ�EBSUNPVUI�EBSUNPVUI�IUNM�

.FSSJBN�8FCTUFS� .FNPSZ B� 63- IUUQT���XXX�NFSSJBN�XFCTUFS�DPN�EJDUJPOBSZ�
NFNPSZ�

.FSSJBN�8FCTUFS� .JOE C� 63- IUUQT���XXX�NFSSJBN�XFCTUFS�DPN�EJDUJPOBSZ�NJOE�

.FSSJBN�8FCTUFS� य़JOLJOH D� 63- IUUQT���XXX�NFSSJBN�XFCTUFS�DPN�EJDUJPOBSZ�
UIJOLJOH�

+PIO 3� 4FBSMF� .JOET CSBJOT BOE QSPHSBNT� #FIBWJPSBM BOE #SBJO 4DJFODFT �	�
����ۗ�� ����� EPJ� ��������
T�������Y���������
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